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## PREFACE TO SECOND EDITION.

The following remarks appeared in the Preface to the First Edition of this book :-"This work aims at the presentation of two leading features in the study and application of the higher mathematics. In the first place, the development of the rationale of the subject is based on essentially conerete conceptions, and no appeal is made to what may be termed rational imagination extending beyond the limits of man's actual physical and physiological experience. Thus no use is anywhere made of series of infinite numbers of things or of infinitely small quantities. The author believes that the logical development is both sound and complete without reference to these ideas.
"In the second place, a set of Eleven Classified Tables of Integrals and Methods of Integration has been arranged in such manner as seemed best adapted to facilitate rapid reference, and thus relieve the mind engaged in practical mathematical work of the burden of memorising a great mass of formulas.
"Critics who are schoolmen of the pure orthodox mathematical faith may find it hard to reconcile the ideas that have with them become inuate, with some of the methods, and possibly some of the phraseology, here adopted. We only ask them to remember that there is arising a rapidly increasing army of men eagerly engaged in the development of physical research and in the industrial applications of scientific results, with the occasional help of mathematical weapons, whose mental faculties have been wholly trained by continuous contact with the hard facts of sentient experience, and who find great difficulty in giving faith
to any doctrine which lays its basis outside the limits of their experiential knowledge."

Experience in the use of the book since its first publication has confirmed the author in his belief that the basis upon which its treatment of the Calculus is built is sound, rational, logical, and that its form affords an easy and rapid method of acquiring power to apply, correctly and safely, the higher mathematics to technical problems. The method is good for technicians and physicists because it is easy and rapid. Ease and rapidity would be fundamentally damning faults if it were illogical, or if it did not grow from the roots of the realities of the subject-matter. If it were illogical, it would be destructive of the intellectual training of the student. No illogicality has been discovered in the course of a narrow criticism undertaken during the revision for this second edition. If it be throughout correctly logical, the swifter the habit of logical thinking to which the student is trained, the better for his intellectual growth. But the special virtue of the method is that this intellectual growth in mathematical power is from beginning to end fed by contemplation of the mechanical and physical facts the reality and truth of which are already parts of his familiar mental consciousness ; his primary knowledge of which is, indeed, often vague and uncritical, and which he now learns to analyse into strictly definite ideas. If this habit of correlating mathematical thinking with external observation become a confirmed one, then his mental activity, both in logical analysis and in observation of external facts, must automatically develop continuously and permanently after his formal study of mathematics has ceased. It is only by virtue of this habit that mathematical knowledge becomes of use in physics and technical engineering.

The author has no fault to find with the older methods of study of transcendental mathematics, provided always that they be followed only by the select few who by temperament and choice are destined to make pure mathematics their one and only field of lifelong activity. This special kind of activity may be useful to the progress of humanity, and, although the methods are old, they develop year by year in the schools in new directions and arrive at new results. But it is only a very few specially constituted minds which are adapted to pursue these studies successfully.

What needs to be recognised is that it is bad training for the many not so constituted, and-what is of the most urgent impor-tance-that mathematicians of this stamp are unsuited to be, and indeed incapable of being, teachers of technical mathematics.

In the revision for this new edition the work has been very carefully searched for errors. Those that have been discovered, chiefly in the cross-references between Parts I. and II., have been rectified. It is hoped that the volume is now practically free of error.

Considerable additions have been made, mostly in the form of Appendices. These deal for the most part with new applications, the original work of the author, to specially important technical problems, and particularly to the problems of economy in construction. They include, also, additions to Part II. in the Reference Tables of Integrals. In the course of new applications to technical work, general forms of integration which are either new or whose frequent practical utility is novel, demand a place in such Reference Tables. Both in the development of Electrical Engineering and in the stricter application of scientific method to Mechanical Design, this process of development is almost continuous and inevitable.

ROBERT H. SMITH.

1908. 
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## THE CALCULUS FOR ENGINEERS.

CHAPTER I.

INTRODUCTORY.

1. Integration more useful than Differentiation.-In physical and engineering investigations the Integral Calculus lends more frequent aid than does the Differential Calculus, and the problems involving the Integral are more often of a practically important type than those requiring the Differential Calculus alone in their solution. But the ordinary student of mathematics never reaches even an elementary knowledge of Integration until he has mastered all but the most recondite portions of the science of Differentiation.

It seems a priori irrational, and contrary to a liberal conception of educational policy, to teach the higher mathematics in a manner so contrary to almost self-evident utility. Adherence to this the orthodox method of teaching in the Schools and Universities is, no doubt, responsible for the persistent unpopularity of this branch of knowledge and intellectual training among the classes devoted to practical work.
2. Method of the Schools.-It must be admitted that no great progress can be made in Integration without help from the results obtained by Differentiation. Therefore, so long as the two are taught as distinct subjects, by the aid of separate text-books, it is a distinct convenience to the teachers to finish off one before entering upon the other. If they be thus separated into two successive periods of study, it becomes a practical necessity to give Differentiation the priority in point of time.
3. Rational Method.-Still, it by no means follows that the whole of the science of Differentiation must be known before any of that of Integration can be explained, thoroughly mastered, and
utilised. The ordinary system of teaching the subject forces the practical student to spend on Differentiation an amount of time altogether needless for his professional objects before he enters upon Integration. Much of the former he will never use. The latter, from the very begianing, will supply him with abundant problems of immediate interest and importance in his own special work, and will, moreover, furnish him with a powerful engine that will enormously lighten the difficulties of his own professional subjects and make his progress in these tenfold more rapid.

Let it be noted, also, that very frequently the reasoning used to find an integral is essentially the same as that used to find the inverse differential. It ie thus pure waste of time to go through this reasoning twice over. Once understood, it leads to the simultaneous recognition of the two inverse results, both of them, it may be, eminently useful. Therefore, as far as practicable, the study of Differentiation and Integration ought to be pursued pari passu.
4. Active Interest in the Study.-In modern education, in which such large demands are made upon the intellectual energies of the pupil, the necessity of the stimulus of a real active interest, opening out easily recognised prospects of broadening and deepening knowledge and of utilitarian advantage, ought to be conceded in the freest and most liberal fashion. Moreover, it is right to lead the pupil along the easiest road, provided it be a legitimate one. The thoroughness of the training he receives in habits of sound, trustworthy scientific thought depends more upon the length of time he is guided within the limits of correct method, and less upon whether he travels a short distance on a rugged and difficult path or a long distance upon a plainer and smoother route.
5. Object of Present Treatise.-The object of the present treatise is to introduce the student at once to the fundamental and important uses of the Integral Calculus, and incidentally to those of much of the Differential Calculus. This we desire to do in such a way as to stimulate a growing desire to progress always further in a branch of science which soon shows itself capable of supplying the key to so many practical investigations.
6. Clumsiness of Common Modes of Engineering Analysis.At the present time our technical text-books are loaded with tedious and clumsy demonstrations of results that can be obtained "in the twinkling of an eye" by one who has grasped even only the elements of the Calculus. These demonstrations are supposed to be "elementary." They are not really so ; each of them really contains, hidden with more or less skill, identically the same reasoning as that employed in establishing the Calculus formulas applicable to the case in hand. They are, in fact, simply laboured
methods of cheating the student into using the Calculus without his knowing that he is so doing. There is no good reason for this. The elements of the Calculus may be made as easy as those of Algebra or of Trigonometry. More good, useful scientific result can be obtained with less labour by the study of the Calculus than by that of any other branch of mathematics.
7. Graphic Method.-Much of the Calculus can be rigorously proved by the graphic method; that is, by diagram. This method is here used wherever it offers the simplest and plainest proof ; but where other methods seem easier and shorter they are preferred. The present book is strictly confined to its own subject; and, wherever it is necess:iay, the results proved in books on Geometry, Algebra, Trigonometry, etc., are freely made use of; employing always, however, the most elementary and most generally known of these results as may be sufficient for the purpose.
8. Illustrations,-Everywhere the meaning and the utility of the results obtained are illustrated by applications to mechanics, thermodynamics, electrodynamics, problems in engineering design, etc., etc.
9. Classified List of Integrals.-The part of the book which is looked upon by its authors as the most important and the most novel is the last, namely, the Classified Reference List of Integrals. This is really a development of a Classified List of Integrals which one of the authors made twenty years ago to assist him in his theoretical investigations, and which he has found to be continuously of very great service. He has never believed in the policy of a practical man's burdening his memory with a load of theoretical formulas. Let him make sure of the correctness of these results, and of the methods by which they were reached. Let him very thoroughly understand their general meaning, and especially the limits of their range of applicability; let him recognise clearly the sort of problem towards the solution of which they are suited to help; let him practise their application to this sort of problem to an extent sufficient to make him feel sure of himself in using them in the future in the proper way. Then let him keep notes of these results in such a manner as will enable him to find them when wanted without loss of time; and let him particularly avoid wasting his hrain-power by preserving them in his memory. The more brain-power is spent in memorising, the less is there left for active service in vigorous and wary application in new fields to attain new results. Formulas have a lamentable characteristic in the facility they offer for wrong application. A formula fixed perfectly in the memory, and the exact meaning and correct mode and limits of whose application are imperfectly understood. is a
pure source of misfortune to him who remembers it. It is infinitely more important to cultivate the faculty of cantious and yet ready use of formulas than to have the whole range of mathematical formulas at one's finger ends; and this is also of immensely greater importance to the practical man than to keep in mind the proofs of the formulas.

To obviate the necessity of such memorisation the "Classified Reference List of Integrals" has been constructed in the manner thought most likely to facilitate the rapid finding of whatever may be sought for. The results are not tabulated in "rational" order, that is, in the order in which one may be logically deduced from preceding ones. They are classified, firstly, according to subject, e.g., Algebraical, Trigonometrical, etc., etc., and under each subject they are arranged in the order of simplicity and of most frequent utility. A somewhat detailed classification has been found desirable in order to facilitate cross-references, the free use of which greatly diminishes the bulk of the whole list. The shorter such a list is made, the easier is it to make use of.,
10. Scope of Prefatory Treatise.-This treatise does not prove all the results tabulated in the "Reference List." The latter has been made as complete as was consistent with moderate bulk, and includes all that is needed for what may be described as ordinary work, that is, excluding such higher difficult work as is never attempted by engineers or by undergraduate students of physics. The treatise aims at giving a very thorough understanding of the principles and methods employed in finding the results stated concisely in the "Reference List"; proofs of all the fundamentally important results ; and, above all, familiarity with the practical uses of these results, so as to give the student confidence in his own independent powers of putting them to practical use. The last chapter on the Integration of Differential Equations ought to aid greatly in pointing out the methods of dealing with various classes of problems. The ninth chapter, on Maxima and Minima, is perhaps more illustrative than any other of the great variety of very important practical problems that can be solved correctly only by the aid of the Calculus.

## CHAPTER II.

## GENERAL IDEAS AND PRINCIPLES-- ALGEBRAIC AND GRAPHIC SYMBOLISM.

11. Meaning of a "Function."-Suppose that a section be made through a hilly bit of country for some engineering purpose, such as the making of a highway, or a railway, or a canal. The levels of the different points along the section are obtained by the use of the Engineer's Level, and the horizontal distances by one or other of the ordinary surveying methods. Let fig. 1 be the plot-


Fig. 1.
ting on parer of the section. According to ordinary practice, the heights would be plotted to a much opener scale than the horizontal distances ; but in order to avoid complication in a first illustration, we will assume that in fig. 1 heights and distances are plotted to the same scale.

Each point P on this section is defined strictly by its level $h$ and its horizontal position $l$. The former is measured from some conveniently chosen datum level. The latter is measured from any convenient starting-point. These two are called by mathematicians the co-ordinates of the point $P$ on the curve $A B C$, etc.

For each ordinate $l$ there is one defined value of the co-ordinate $h$; except throughout the stretch $M N$, where a break in the curve occurs. Putting aside this exception, the height $h$ is, when this strictly definite relation exists, called in mathematical language a "function" of $l$; or

> Height = Function of Horizontal Distance,
or, more simply written in mathematical shorthand,

$$
h=F(l) .
$$

12. Ambiguous Cases.-As seen from the dotted line drawn horizontally through $P$, there are three points on the section at the same level. Thus the statement that

$$
\text { Distance }=\text { Function of Height }
$$

or

$$
l=f(h)
$$

must be understood in a somewhat different sense from the first equation : namely, in the sense that, although for each height there correspond particular and exactly defined distances, still two or more such distances correspond to one and the same height, so that, if nothing but the height of a point were given, it would remain doubtful which of two or three horizontal positions it occupied. This ambiguity can only be cleared away by supplying special information concerning the point beyond that contained in the equation.
13. Inverse Functions.-The two formulas

$$
h=\mathrm{F}(l)
$$

and

$$
l=f(h)
$$

are simply two different forms into which the relation between $h$ and $l$, or the equation to the curve, can be thrown. The first form may be called the solution of the equation for $h$; the second the solution of the equation for $l$.

The functions F() and $f()$ are said each to be the "inverse" of the other. An inverse function is frequently indicated by the symbol -1 put in the place of an index. For example, if $s$ be $\sin \alpha$, then the angle $\alpha$ may be written $\sin ^{-1} s$. Or if $l$ be the $\log$ arithm of a number N , or $l=\log \mathrm{N}$; then $\mathrm{N}=\log ^{-1} l$, which expression means that " N is the number whose $\log$ is $l$."
14. Indefiniteness of a Function in Special Cases.-The stretch of ground from R to S is level. Here the value of $h$ corresponds to a continuously varying range of values of $l$. For this particular value of $h$, therefore, we have between certain limits indefiniteness in the solution for $l$.

If there were under the point $J$ a stretch of perfectly vertical cliff, then for the one value of / to this cliff the solution for $l$ would be similarly indefinite between the limits of level at the foot and at the top of the cliff.
15. Discontinuity.-From M. to $N$ there is a break in the curve. In such a case mathematicians say that $h$ is a discontinuous function of $l$; the discontinuity rauging from M to N .
16. Maxima and Minima.-From $A$ to $C$ the ground rises; from C to E it falls. At C we have a summit, or a maximum value of $h$. This maximum necessarily comes at the end of a rising and the beginning of a falling part of the section. Evidently the converse is also true, viz., that after a rising and before the following falling part there is necessarily a maximum, provided there be no discontinuity between these two parts. There is another maximum or summit at K .

The ground falls continuously from C to E , and then rises again from $E$ onwards. There is no discontinuity here, and E gives, therefore, a lowest or minimum value of $h$. This necessarily comes after a falling and before a rising part of the section; and between such parts there necessarily occurs a minimum, if there be no discontinuity.

We have here assumed the forward direction along the section to be from $A$ towards the right hand. But it is indifferent whether we call this or the reverse the forward direction as regards the distinction between maximum and minimum points.
17. Gradient or Differential Coefficient.-Each small length of the section has a definite slope or gradient. Engineers always take as the measure of the gradient the ratio of the rise of the ground between two points near each other to the horizontal distance between the same points. This must be carefully distinguished from the ratio of the rise to distance measured along the sloping surface. This latter is the sine of the angle of inclination of the surface to the horizontal; whereas the gradient is the tangent of the same angle of inclination. This gradient is the rate at which $h$ increases with $l$. It is, in the present case, what is called a space rate, or length rate, or linear rate, because the increase of $h$ is compared with the increase of a length $l$ (not because $h$ is a length, but because $l$ is a length).

If at the point Q the dotted line Qq be drawn touching the section curve at $Q$, then the gradient at $Q$ is the tangent of the angle $\mathrm{Q} q \mathrm{O}$. The touching line at point P on the downward slope cuts $\mathrm{OO}^{\prime}$ at $p$, and the tangent of $\mathrm{PpO}^{\prime}$ is negative. It equals the tangent of $\mathrm{P} p \mathrm{O}$ with sign reversed.

In the language of the Calculus this gradient is called the Differential Coefficient of $h$ with respect to $l$. Taking the forward direction as from A towards the right hand, the gradient is upward or positive from $A$ to the summit $C$; downward or negative from C to the minimum point E ; positive again from E to K , and negative from $K$ to $M$. From $N$ to $R$ it is positive, and along RS it is zero.
18. Gradients at Maxima and Minima.-At each maximum
and minimum point ( $C, E, K$ ) the gradient is zero. At each maxi mum point (C,K) it passes through zero from positive to negative. At a minimum point (E) it passes through zero from negative to positive.

At H there is also level ground, or zero gradient. Here, however, there is neither maximum nor minimum value of $h$. This point comes between two rising parts of the section: there is a positive gradient both before and after it, Although, therefore, we find zero gradient at every maximum and at every minimum point, it is not true that we necessarily find either a maximum or a minimum wherever there is zero gradient.
19. Change of Gradient.-On the rising part of the ground it becomes gradually steeper from A to B; that is, the upward gradient increases. Otherwise expressed, there is a positive increase of gradient. From B to C, however, the steepness decreases; there is a decrease of gradient, or the variation of gradient is negative (the gradient itself being still positive).

Thus the variation of gradient being positive from A to $B$ and negative from $B$ to $C$, passes through the value zero at $B$, the point where the gradient itself is a maximum.

From C to D the gradient is negative, and becomes gradually steeper ; that is, its negative value increases, or, otherwise expressed, its variation is negative. From D to E the gradient is negative, but its negative value is decreasing, that is, its variation is positive. Thus at $D$ the variation, or rate of change of gradient, changes from negative to positive by passing through zero, and at this point D we have the steepest negative gradient on this whole slope CE. The steepest negative gradient, of course, means its lowest value. Thus at $\bar{D}$ we have a minimum value of the gradient.
20. Zero Gradients.-The distinction between the three parts $\mathrm{C}, \mathrm{E}$, and H , at all of which the gradient is zero, becomes now clear. At $C$ the variation of the gradient is negative, and this gives a maximum height. At E this variation is positive, and here there is a minimum height. At H this rate of variation of the gradient is zero, and here, although the gradient be zero, there is neither maximum nor minimum height.
21. Discontinuity or Break of Gradient.-Wherever there is a sharp corner in the outline of the section, as at $I, J, R, S, T, U$, there is a sudden change or break of gradient. This means that at each of these points there is discontinuity of gradient; and the above laws will not apply to such points.

Wherever there are points of discontinuity, either in the curve itself or in its gradient, special methods must be adopted in any investigations that may be undertaken in regard to the character-
istics of the law connecting the ordinates. The methods applicable to the continuous parts of the curve may, and usually do, give erroneous results if applied to discontinuous points.
22. Infinite Gradient.-Under $J$ the face being vertical, the gradient is commonly said to be "infinite." At each of the sharp points I, J, R, S, T, U, the variation of gradient being sudden, the rate of variation of gradient becomes "infinite." More correctly expressed, there exists no gradient at J ; and at I, J, R, etc., there are no rates of variation of gradient.
23. Meaning of a "Function."-The symbolic statement

$$
h=\mathrm{F}(l)
$$

is not intended to assert that the relation between $l$ and $h$ is expressible by any already investigated mathematical formula, whether simple or complicated. For example, in fig. 1 the said relation would be extremely difficult to express by any algebraic or trigonometric formula. Equally complicated would be the law expressing the continuous variation of, for example, the horsepower of a steam-engine on, say, a week's intermittent running; or that connecting the electric out-put of a dynamo when connected on to a circuit of variable and, perhaps, intermittent conductivity. Yet separate short ranges of these laws may in many cases be approximated to by known mathematical methods; and even when this is not possible, many very interesting, important, and practically useful special features of the gencral law may be investigated by mathematical means, without any exact knowledge of the full and complete law. Thus without making any reference to, or any use of, the exact form of the function $F()$ in the equation applicable to fig. 1, we have already been able to point out many important features of the law it represents.
24. Horse-power as a Function of Pressure.-Again, although the actual running of, say, a steam-engine from minute to minute varies with many changes of condition, still, if we choose to investigate the separate effect of one only of these changes, for instance, change of initial pressure, it may be found fairly simple. Thus we may write

> Horse-power = Function of Initial Pressure,
or

$$
\mathrm{HP}=\phi(p),
$$

where $p$ is the pressure. This means that any change of pressure changes the horse-power; and to investigate the separate effect of change of pressure on horse-power, we consider all the other con-
ditions to remain (if possible) constant, while the pressure changes. Some other conditions may themselves necessarily depend on the pressure, and these, of course, cannot be assumed to remain constant. For example, the cut-off may be supposed to remain constant. But the amount of initial steam condensation in the cylinder depends partly on the initial pressure, and it cannot, therefore, be assumed a constant in the equation $\mathrm{HP}=\phi(p)$. Similarly; the HP may be considered as a function of the speed, it alone being varied while all other things are kept constant. Or the HP may be taken as a function of the cut-off, the initial pressure, the speed, and everything else being kept constant, while the cut-off is varied.
25. Function Symbols.-When different laws connecting certain varying quantities have to be considered at the same time, different symbols, such as

$$
\mathrm{F}(l), f(l), \phi(l), \psi(l),
$$

are used to indicate the different functions of $l$ referred to.
26. Choice of Letter-Symbols.-In fig. 1 we have used $l$ to represent a distance, because it is the first letter in the word "length," and similarly $h$ to represent "height." It is very desirable when letter-symbols have to be used, to use such as readily call to mind the nature of the thing symbolised. Especially in practical applications of mathematics, and more particularly when there is ary degree of complication in the expressions involved, is the adherence to this rule to be strongly recommended. By keeping the mind alive to the nature of the things being dealt with, error is safeguarded against, and the true physical meaning of the mathematical operations and of their results are more easily grasped. Without a complete understanding of the physical meaning of the result, not only is the result useless to the practical man, but its correctness cannot be judged of. If, on the other hand, the physical meaning be fully grasped, any possible error that may have crept in in the mathematical process of finding the result, is likely to be detected and its source discovered without great difficulty.
27. Particular and General Symbols.-But many mathematical rules and processes have such wide application to so many entirely different physical conditions, that, in order the more clearly to demonstrate the generality of their application, mathematicians prefer to use letter-symbols chosen purposely so as to suggest only with difficulty anything endowed with special characteristics; such as $x, y, z$, symbols which do not suggest to the mind any idea whatever except that of absolute blankness.

It is doubtful whether this is a desirable babit in mathematical training. It seems probable that a course of reasoning might be
more firmly established in the mind of the student if he were first led through it in its concrete and particular aspect--the mind being kept riveted on one special set of concrete meanings to be attached to his symbols-and then afterwards, if need be, he may go through it again once, twice, or, if necessary, a dozen times, in order to discover (if or when this be true) that the general form of the result will remain the same whatever particular concrete meanings be attached to his symbols.
28. $x, y$, and $z$.-There is one feature in the use ordinarily made of $x, y, z$ in mathematical books which the writer thinks is a real evil. In his earlier chapters the orthodox mathematician establishes a habit of using $y$ to indicate a function of $x$ : he constantly writes $y=f(x)$ : that is, he takes $y$ to represent a thing dependent on $x$, and which necessarily changes in quantitative value when $x$ changes. But in his later chapters he uses $y$ and $x$ as two independent variables, that is, as two quantities having no sort of mutual dependence on each other, the variation of either one of which has no effect whatever upon the other. This is apt to, and does, produce confusion of mind ; especially as regards the true meaning of different sets of formulas very similar in appearance, one referring to $y$ and $x$ as mutually dependent quantities, the other referring to $y$ and $x$ as independent variables.
29. Functions of $x$.-When $x$ is used to indicate a variable quantity, any other quantity whose value varies in a definite way with the varying values of $x$, may be symbolically represented in any of the following ways:-

$$
\mathrm{F}(x), f(x), \phi(x), \psi(x), \chi(x), \text { and } \mathbf{X}, \mathfrak{x} \text { or } \Xi .
$$

The last forms, X , etc., are for shortness and compactness as convenient as $y$, and are more expressive. They will be used chiefly in connection with $x$ in the following pages.
30. X dependent on $x$. X may mean a function which is capable of being also changed by changing the values of one or more other quantities besides $x$; but in so far as it is considered as a function of $x$, consideration of these other possible changes is eliminated by supposing them not to occur. This is legitimate because these other elements which go to the building up of X do not necessarily change with $x$. All elements involved in X, which necessarily change with $x$, are to be expressed in terms of $x$, and their variation is thus taken account of in calculating the variation of X .
31. Nature of Derived Functions.-In dealing with functions of this kind, mathematicians call $x$ the "independent variable," a somewhat unhappy nomenclature. X and $x$ are in physical reality mutually dependent one on the other. In the mathematical
formula, however, X being expressed in terms of $x$, it is considered as being derived from, or dependent upon, $x$; the various values of $X$ being calculated from those of $x$, and the changes in $X$ being calculated.from the chànges in $x$. Thus it should be borne in mind that the dependence of the one on the other suggested in the commonly used phrase "independent variable" is purely a matter of method of calculation, and not one of physical reality.
32. Variation of a Function.--Similarly $Y$ may be used to indicate a derived or "dependent" function whose value depends only upon constants and upon the variable $y$.

Or L may be made to denote a derived function depending only on constants and on the variable $l$.
33. Scales for Graphic Symbolism.-Those readers of this treatise who are engineers must, from practice of the art of Graphic Calculation, be familiar with the device of representing quantities of all kinds by the lengths of lines drawn upon paper, these lengths being plotted and measured to a suitable Scale.

So long as the quantity of a function is its only characteristic with which we are concerned, each quantity can always be represented by the length of a line drawn in any position and in any direction on a sheet of paper, the scale being such that 1 inch or 1 millimetre of length represents a convenient number of units of the kind to be represented. In "Graphic Calculation" we very commonly represent on the paper also the two other characteristics of position and direction of the things dealt with; but in the Differential and Integral Calculus, so far as it is dealt with in this treatise, we are concerned only with quantity.

It is convenient to draw all lines representing the various values of the same kind of thing in one direction on the paper. Thus we may plot off all the $x$ 's horizontally and the corresponding X's vertically. If, when the magnitude of $x$ is varied continuously (i.e., without break or gap), the change of X be also gradual and continuous, there is obtained by this process a continuous curve which is a complete graphic representation of the law connecting X and $x$. The student ought at the outset to understand fully the nature of this kind of representation. It is clear that it is in its essence as wholly conventional and symbolic as is the lettersymbolism of ordinary algebra. Spoken words, written words, and written numbers are in the same way conventional ; they also constitute systems of arbitrary symbolism. Graphic diagram representation is neither more nor less symbolic and arbitrary than ordinary language.
34. Ratios in Graphic Delineation.-The curve in fig. 2 is such a graphic delineation of a law of mutual dependence between $\mathbf{X}$
and $x$. If X be of a different kind from $x$, it is impossible to form any numerical ratio between the two scales to which X and $x$ are plotted. For instance, if the X's are $\mathrm{ft} . \mathrm{lbs}$. and the $x$ 's feet, then the vertical scale may be, perhaps, $1^{\prime \prime}=10,000 \mathrm{ft} . \mathrm{lbs}$., and the horizontal scale $1^{\prime \prime}=10 \mathrm{ft}$. ; but the number $\frac{10,000}{10}$, or 1000 , is not a pure ratio between the two scales. But in physics we have relations between things of different kinds, which are called physical ratios. It is only by use of such physical ratios that derived
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quantities are obtained. Thus the physical ratio between a number of ft.-lbs. and a number of feet, or ft.-lbs./ft., is a number of lbs. The ratio is of an altogether different kind, in this case lbs., from either that of the dividend or that of the divisor.

Now the ratio between a height and a horizontal distance on the paper is a gradient measured from the horizontal.

In this example, then, a gradient would mean a number of lbs.,
and each gradient would represent lbs. to a certain scale. Continuing the above example, a tangent or gradient measuring unity on the paper, i.e., the tangent of $45^{\circ}$, would mean

$$
\frac{10,000 \mathrm{ft} .-\mathrm{lbs} .}{10 \mathrm{ft} .}=1000 \mathrm{lbs} .
$$

This is the scale to which gradients from axis of $x$ are to be measured; or

Gradients measured from the axis of X have a reciprocal interpretation and are to be measured to a reciprocal scale. Thus $x / \mathrm{X}$ means ft./ft.-lbs., or $1 / \mathrm{lbs}$., that is, the reciprocal of a number of lbs.
35. Differential Coefficient, $x$-Gradient or $\mathrm{X}^{\prime}$.-The gradient from axis of $x$ of the curve at any point $x, \mathrm{X}$, is called the "Differential Coefficient of X with respect to $x$," and is symbolised by

$$
\text { either } \frac{d \mathrm{X}}{d x} \text { or } \mathrm{X}^{\prime} .
$$

The phrase "Differential Coefficient of X with respect to $x$ " is a cumbrous one. A shorter phrase is

## the $x$-gradient of X ;

and as this phrase is very easily understood and definitely descriptive, it is used in this treatise.

The gradient of the curve from the axis of X is the reciprocal of the above. It is called
the Differential Coefficient of $x$ with respect to X , or the X-gradient of $x$;
and is shortly written $\frac{d x}{d \mathrm{X}}$.
36. Scale of $\mathrm{X}^{\prime}$.-The scales of X and $x$ are in general different; and that of $X^{\prime}$ must always be different from either of these. The numerical relation between these scales and that of $\frac{d x}{d \bar{X}}$ may be thus expressed:

Let
the scale of the $x^{\prime}$ s be $\mathrm{l}^{\prime \prime}=s$ units of the $x$ kind or quality;

$$
\text { " } \quad \text { X's } \quad l^{\prime \prime}=S \quad \# \quad \# X
$$

then
the scale of the $\mathrm{X}^{\prime \prime}$ s is
Unit gradient $=\tan 45^{\circ}=\frac{S}{s}$ units of the $\frac{X}{x}$ kind ;
and
the scale of the $\frac{d x}{d \mathrm{X}}$ is
Unit gradient $=\tan 45^{\circ}=\frac{s}{S}$ units of the $\frac{x}{\mathrm{X}}$ kind.
37. Sign of $X^{\prime}$.-The sign of $X^{\prime}$ is + when the slope of the curve is such as to make both X and $x$ increase positively at the
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same time; it is - when it makes one increase while the other decreases. Evidently $\frac{d x}{d \overline{\mathrm{X}}}$ must always have the same sign as $\mathrm{X}^{\prime}$. The possible variations of $\mathrm{X}^{\prime}$ and $\frac{d x}{d \mathrm{X}}$ are very fully illustrated in fig. 3.

In fig. $3,+x$ is measured towards the right and $+X$ upwards; negative $x^{\prime}$ s are measured towards the left and negative $X^{\prime}{ }^{\prime}$ downwards.

The student should follow out the variations from + through 0 to - of both $\mathrm{X}^{\prime}$ and $\frac{d x}{d \mathrm{X}}$ throughout the lengths of all the four curves $A, B, C$, and $D$ in each of the four quadrants.
38. Subtangent and Subnormal.-In fig. 2 there are drawn three lines from a point $x \mathrm{X}$ of the curve, viz., a vertical, a tangent, and a normal. These intercept on the axis of $x$ the lengths marked $\mathrm{T}_{x}$ and $\mathrm{N}_{x}$ on the diagram. $\mathrm{T}_{x}$ is called the subtangent and $\mathrm{N}_{x}$ the subnormal.

Since (by definition) the tangent has the same gradient as the curve at its touching point, evidently

$$
\mathrm{X}^{\prime}=\frac{\mathrm{X}}{\mathrm{~T}_{x}} \text {, or } \mathrm{T}_{x}=\frac{\mathrm{X}}{\mathrm{X}^{\prime}}
$$

and

$$
\frac{d x}{d \mathbf{X}}=\frac{1}{\mathbf{X}^{\prime}}=\frac{\mathbf{X}}{\mathbf{N}_{x}}, \text { or } \mathbf{N}_{x}=\mathbf{X}^{\prime} \mathbf{X}
$$

Here $\mathrm{T}_{x}$ measured to the $x$-scale, and interpreted as being of the same kind as the $x$ 's, is a true graphic representation of $\mathrm{X} / \mathrm{X}^{\prime}$.

But $\frac{d x}{d \mathrm{X}}$ is of the same kind as $x / \mathrm{X}$, and, therefore, would be not of the same kind as $\mathrm{X} / \mathrm{N}_{x}$ if $\mathrm{N}_{x}$ were measured to the $x$-scale, and interpreted as of the same kind as $x$. Thus in order that $\mathrm{N}_{x}$ may be used as a true graphic representation of $\mathrm{X}^{\prime} \mathrm{X}$, which is of the same kind as $\mathrm{X}^{2} / x$, care must be taken not to measure it to the $x$-scale, and not to interpret it as the same kind of thing as $x$.

If the diagram were replotted, leaving the $x$-scale unaltered, and making the X -scale more open, the paper-height of X would be increased, and the paper-gradient $X^{\prime}$ would be increased in the same proportion. It can easily be shown that the paper-length of $\mathrm{T}_{x}$ would remain unaltered, while that of $\mathrm{N}_{x}$ would be increased in a ratio which is the square of that in which X is increased. Similarly if, while the X-scale is maintained unchanged, the $x$-scale were altered so as to increase the paper-length of $x$, then the paper-gradient of the curve would be decreased in the same proportion as $x$ is increased; $\mathrm{T}_{x}$ would be increased in the same proportion as $x ; \mathrm{N}_{x}$ would be decreased in the same proportion.

Thus $\mathrm{N}_{x}$ in order to be a true graphic representation of $\mathrm{X}^{\prime} \mathrm{X}$, a
quantity whose dimensious are those of $\mathrm{X}^{2} / x$, must be measured to the scale

$$
\mathrm{I}^{\prime \prime}=\frac{\mathrm{S}^{2}}{s} \text { units of the }\left(\frac{\mathrm{X}^{2}}{x}\right) \text { kind. }
$$

In fig. 2, $\mathrm{T}_{x}$ and $\mathrm{N}_{x}$ are taken upon the $x$-axis, and may be termed the $x$-subtangent and $x$-subnormal. If the curve-touching line and the normal be prolonged to cut the X -axis, they and the horizontal through the touching-point will give intercepts on the X -axis, which may be termed the X -subtangent and X -subnormal, and may be written $\mathrm{T}_{\mathrm{x}}$ and $\mathrm{N}_{\mathrm{x}}$. They are shown on fig. 2, and their proper scales are given below.
39. Scale of Diagram Areas.-An area enclosed by any set of lines upon such a diagram may be taken as the graphic representation of a quantity of the same kind as the product $\mathrm{X} x$, and must be measured to the scale, 1 sq . inch $=(\mathrm{S} s)$ units of the $(\mathrm{X} x)$ kind.
40. Table of Scales.-The following is a table of interpretations of the diagram. This diagram will be constantly used hereafter for both illustrations and proofs, which latter cannot be accepted as legitimate unless the whole nature of this manner of symbolic expression be intimately understood.
Table of Interpretations and Scales of Diagrammatio or Graphio Representations of Derivative and Derived Functions.

41. Increments.-In going forward from a point on the curve a little way, a rise occurs if the gradient be upwards. The short distance measured along the sloping curve may be resolved into two parts, one parallel to axis of $x$, the other parallel to axis of X. These two parts are the projections of the sloping length upon the two axes. They constitute the differences of the pairs of $x$ and X co-ordinates at the beginning and the end of the short sloping length. These differences are designated by the Greek $\delta$; thus, see fig. 4,
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$\delta x$ projection on $x$-axis, ana
$\delta \mathrm{X}$ ", X ,"
Since the gradient $\mathrm{X}^{\prime}$ is the ratio of rise to horizontal distance throughout a short length, it is evident that

$$
\delta \mathrm{X}=\mathrm{X}^{\prime} \delta x
$$

If $l$ and $L$ be the co-ordinates, and if the gradient be called $L$ ', then this would be written

$$
\delta \mathrm{L}=\mathrm{L}^{\prime} \delta l .
$$

If $y$ and $Y$ were the co-ordinates, the gradient being called $Y$ ', then

$$
\delta \mathbf{Y}=\mathrm{Y}^{\prime} \delta y
$$

42. Increment in Infinite Gradient.-These are the direct selfevident results of the definition of gradient, or differential coefficient. They do not, of course, apply to points where there is no gradient, that is, to sharp corners in a diagram, where the direction of the diagram line changes abruptly.

If the diagram line run exactly vertical at any part, then for that part $X^{\prime}$ becomes infinite, and the equation appears in the form

$$
\delta X=\infty \times 0
$$

an indeterminate form.

This last case corresponds to the piece of vertical cliff under point $J$ in the section fig. 1 .
43. Integration.-The general case corresponds to the gradual stepping along the other parts of this section. The length of each step is projected horizontally ( $\delta l$ or $\delta x$ ) and vertically ( $\delta h$ or $\delta \mathrm{X}$ ). The latter is the rise in level, and it equals the gradient multiplied by the horizontal projection of the length of step.

In stepping continuously from one particular point on the section to another, for instance, from A to C on fig. 1 , the total horizontal distance between the two is the sum of the horizontal projections (the $\delta l$ 's or $\delta x$ 's) of all the separate steps; and the total difference of level is the sum of the vertical projections (the $\delta h^{\prime}$ 's, or $\delta L$ 's, or $\delta \mathrm{X}$ 's) of all the separate steps. In climbing the hill, the climber rises the whole difference of level from A to C, step by step: the total ascent is the sum of all the small ascents made in all the long series of steps. If the distance be considerable, the number of steps cannot be counted, except by some counting instrument, such as a pedometer; but the total ascent remains the same, whether it be accomplished in an enormous number of extremely short steps or in an only moderately large number of long strides.

The mathematical process of calculating these sums is called Integration.

This mathematical process is indicated by the symbol the Greek capital $\Sigma$, when the individual steps are of definitely measurable small size. But when the method of summation employed is such that it assumes the steps to be minutely and immeasurably small, the number of them being proportionately immeasurably large, and when, therefore, of necessity the method takes no account of, and is wholly independent of, the particular minute size given to the steps, then the symbol employed is $\int$, which may be looked upon as a specialised form of the English capital S, the first letter of the word "sum." The result of the summation is called the Integral.
44. Increment Symbols.-The separate small portions, whose sum equals the Integral, are called the Increments or the Differentials.

When the increments are of definitely measurable small size, they are indicated by the symbols $\delta x, \delta \mathrm{X}, \delta h, \delta \mathrm{~L}, \delta \mathrm{Y}$, etc., etc.

When they are immeasurably minute, and their number correspondingly immeasurably large, they are indicated by the symbols $d x, d \mathrm{X}, d h, d \mathrm{~L}, d \mathrm{Y}$, etc., etc.
45. Integration Symbols. Limits of Integration.-The inte. gration is carried out between particular limits, such as $\mathbf{B}$ and $\mathbf{C}$ in
fig. 1. These limits are sometimes written in connection with the symbols of integration, thus:

$$
\sum_{\mathrm{B}}^{\mathrm{C}} \delta h, \sum_{\mathrm{B}}^{\mathrm{C}} \delta l \text { or } \int_{\mathrm{B}}^{\mathrm{C}} d h, \int_{\mathrm{B}}^{\mathrm{C}} d l .
$$

If $l_{\mathrm{C}} h_{\mathrm{C}}$ be the co-ordinates of the point C , fig. l , and $l_{\mathrm{B}} h_{\mathrm{B}}$ be those of the point $B$, then these integrals mean the same thing as

$$
\left(h_{\mathrm{C}}-h_{\mathbf{B}}\right) \text { or }\left(l_{\mathrm{C}}-l_{\mathrm{B}}\right) .
$$

The limits are above indicated in the symbol by the names only of the points referred to. The points themselves are, however, frequently indicated only by the values of their co-ordinates, and then it is customary to indicate the limits of integration $3 y$ writing at top and bottom of the sign of integration the limit-values of the variable whose increment appears in the intregral. Thus, since

$$
\delta h=\frac{d h}{d l} \delta l
$$

we have the integral of $\delta / h$ between B and C expressible in the two following forms:

$$
h_{\mathrm{C}}-h_{\mathrm{B}}=\Sigma_{h_{\mathrm{B}}}^{h_{\mathrm{o}} \delta h=\Sigma_{l_{\mathrm{B}}}^{l_{\mathrm{C}}} \frac{d h}{d l} \delta l=\int_{h_{\mathrm{B}}}^{h_{\mathrm{C}}} d h=\int_{l_{\mathrm{B}}}^{l_{\mathrm{C}}} \frac{d h}{d l} d l . . . . . .}
$$

If particular points be indicated by numbers, the symbolism becomes somewhat neater. Thus the integral of $\delta \mathrm{X}$ between the points 1 and 2 of the $x$, X curve at which points the ordinates may be called $x_{1} x_{2}$, and the co-ordinates $\mathrm{X}_{1} \mathrm{X}_{2}$, is

$$
\mathrm{X}_{2}-\mathrm{X}_{1}=\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} d \mathrm{X}=\int_{x_{1}}^{x_{2}} \mathrm{X}^{\prime} d x
$$

Or, again, if it were convenient to call the two limiting values of $x$ by the letter-names $a$ and $b$, then the same would appear as

$$
\mathbf{X}_{b}-\mathbf{X}_{a}=\int_{a}^{b} \mathrm{X}^{\prime} d x
$$

Or, if the limiting values of $x$ were, say, 15 and 85 feet, it would be written

$$
\mathrm{X}_{85}-\mathrm{X}_{15}=\int_{15}^{85} \mathrm{X}^{\prime} d x
$$

It must be noted that the limits which are written in always refer to values of the variable whose increment or differential appears in the integration. Thus the $a$ and $b$ or the 85 and 15 above mean invariably values of $x$, not values of X nor of $\mathrm{X}^{\prime}$.
46. Linear Graphic Diagrams of Integration. In figs. 5 and 6 are given two methods of graphically representing this process of integration. The first corresponds with the illustrations we have already employed. Here the curve $x \mathrm{X}$ is supposed to be built up step by step by drawing in each small stretch of horizontal length $\delta x$ at a gradient equal to the known mean gradient $X^{\prime}$ for that length. The gradient $X^{\prime}$ is supposed known for each value of $x$, and its mean value throughout each very small


Fig. 5. length $\delta x$ is therefore known. With regard to this statement it should be noted that a curve does not really possess a gradient at a point, but only throughout a short length. When we speak of the slope of a curve at a point, what we really mean is the slope of a minute portion
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of its length lying partly in front and partly beyond the point: that is, there is actually no difference of meaning between the phrases "the slope of the curve at the point" and "the mean gradient throughout a short length at this point." Since each increment of X , or $\delta \mathrm{X}$, equals $\mathrm{X}^{\prime}$ times the corresponding increment of $x$ or $\delta x$, we have in fig. 5 all these increments of X
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There is, however, nothing meaningless or impossible in $\int d \mathrm{X}$ at the same place. In fig. 1 up the vertical face under $J$, the $\delta X$ 's, or $\delta h$ 's, have the same concrete, finite meaning as they have elsewhere. Thus it is clearly improper to write $\int d \mathrm{X}=\int \mathrm{X}^{\prime} d x$ for this part of the integration; the formula, which is true in general, fails under these special conditions.
51. Change of Form of Integral.-If $L$ be a function of the variable $l$, and if its $l$-gradient be called $\mathrm{L}^{\prime}$, then $\delta \mathrm{L}=\mathrm{L}^{\prime} \delta l$; and if $\lambda$ be any other function of $l$, then $\int \lambda d l=\int \frac{\lambda}{\mathrm{L}^{\prime}} d \mathrm{~L}$. When $\lambda$ and $\mathrm{L}^{\prime}$ are both capable of simple expression in terms of $L$, the latter form of the integral may be more easily dealt with than the former. Such a transformation of an integral is called a change of the independent variable or "substitution." *
52. Definite and Indefinite Integrals.-Sometimes the limits of the integration are not expressed in the written symbol, which then stands simply $\int \mathrm{X}^{\prime} d x$. When thus written, it is understood that in the integration the variable $x$ increases continuously up to an undefined limiting value, which is to be written $x$ in the expanded form of the integral. In fact by $\int \mathrm{X}^{\prime} d x$ is meant $\iint^{\frac{x}{\prime}} d x$, the upper limit being any final value of the gradually increasing $x$.

The lower limit may be written without defining the upper limit. Thus $\int_{a} \mathrm{X}^{\prime} d x$ means ( $\mathrm{X}-\mathrm{X}_{a}$ ). If various upper limiting values of $x$ be successively taken, the part of the integral function involving $a$ remains unchanged.

Such an integral may be written

$$
\int \mathbf{X}^{\prime} d x=\mathbf{X}+\mathbf{C}
$$

that is, as the sum of two terms, one of which, C , remains unchanged when the upper limit is varied, while the other, $X$, remains the same although the lower limit be changed. This is called the indefinite integral, and $\mathbf{C}$ is called the constant of integration.

When both upper and lower limits are particularised, as in $\int_{a}^{b} X^{\prime} d x$, the quantity is called a definite integral.
53. Integration Constant.-To show the exact meaning of the

[^0]integration constant $C$, compare the above two forms of writing the indefinite integral. The values of $X$ being the same in both cases, it is clear that C equals ( $-\mathrm{X}_{a}$ ). The integration constant, therefore, depends on the implied lower limit of $x(=a)$. If C be given, the implied lower limit $\alpha$ is thereby fixed ; and conversely, if $a$ be given, its value determines that also of C.

The indefiniteness of the indefinite integral may, therefore, be considered as due to free choice being left as to either or both limits. The part $X$ depends on the choice of the upper limit, and remains indefinite so long as that is not fixed. The part $C$ depends on the lower limit, and is indefinite until this limit is fixed.
54. Meaning of Integration Constant.-Figs. 7 and 8 may help to elucidate further this question of limits and of integration constant. In fig. 7 the same curve is drawn thrice in different positions in the diagram. $P^{\prime} Q^{\prime} R^{\prime}$ is $P Q R$ simply raised at every point

through the height $m$. $\mathrm{P}^{\prime \prime} \mathrm{Q}^{\prime \prime} \mathrm{R}^{\prime \prime}$ is the same as PQR shifted horizontally the distance $n$. Since $X^{\prime}$ is the gradient of the curve, the same values of the integral $\int \mathrm{X}^{\prime} d x$ will be obtained from all three curves if it be taken between limits on each which give the same series of values of $\mathrm{X}^{\prime}$. Thus the integrals will be the same when obtained from $P Q R$ and from $\mathrm{P}^{\prime} \mathrm{Q}^{\prime} \mathrm{R}^{\prime}$ if the same limits of $x$ be used in each case. They will be the same from PQR and from $P^{\prime \prime} Q^{\prime \prime} R^{\prime \prime}$ if the same limits of $X$ be used, which will mean limiting values of $x$ in $\mathrm{P}^{\prime \prime} \mathrm{Q}^{\prime \prime} \mathrm{R}^{\prime \prime}$ greater by $n$ than those in PQR .

These upward and right-hand horizontal shiftings of the curve
are equivalent to equal downward and left-hand horizontal shiftings of the axes from which the co-ordinates X and $x$ are measured. Thus the two shiftings are combined in fig. 8. Here, in order to
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obtain the same series of values of $\mathrm{X}^{\prime}$, and thus the same value of the integral $\int \mathrm{X}^{\prime} d x$ when the co-ordinates are measured from one set of axes as when they are measured from the other, both upper and lower limiting values of $x$ must be greater by $n$ when measured from one set of axes than when measured from the other set; and this will mean also that the two limiting values of X are both greater by $m$ for the one set of axes than for the other.

It is thus clear that the limits of a definite integral refer to defined points on the curve at which occur particular stated gradients ( $\mathrm{X}^{\prime}$ ), that is, values of the function to be integrated; and not to points with particular stated valnes of either the variable $(x)$ or of the integral (X). Since the function to be integrated ( $\mathrm{X}^{\prime}$ ) is stated in terms of the variable $(x)$, therefore the desired limits of $\mathrm{X}^{\prime}$ are conveniently named by reference to the corresponding values of $x$; but these latter really depend upon the arbitrarily chosen axes of reference.
55. Meaning of Integration Constant. - In the indefinite integral $\int \mathbf{X}^{\prime} d x=\mathbf{X}+\mathbf{C}$, if the part $\mathbf{X}$ is understood to mean the whole integral function at the undefined upper limit and measured from an arbitrarily chosen datum level, then $X$ will include some constant such as $m$ in figs. 7 and 8 . But if X be understood to mean the sum of those terms of the integral function which involve $x$, excluding all terms in which $x$ does not appear; then X will
have a value independent of the arbitrary datum level from which $\mathbf{X}$ is measured (so that $m$ will not appear): but, on the other hand, terms involving $n$ will appear, i.e., the value of $X$ will depend on the position of the axis from which the $x$ 's are measured.
56. Extension of Meaning of Integration.-In the expression $X+C$, taking $X$ to represent the whole integral quantity, it is often easy to select the axes of reference so as to give a specially convenient value to C .

For example, if the integral X be the deflection of a symmetrically designed girder, symmetrically loaded and supported at its two ends, the symmetry of the problem makes it a priori evident that equal deflections occur at equal distances on either side of the centre of the girder length; and, if this centre be chosen as the origin from which to measure the $x$ 's, equal deflections will be found for equal + and - values of $x$, and this condition, if applied, will be sufficient to determine one integration constant.
57. Integration the Inverse of Differentiation.-It is important to recognise that the operation of integrating a known function $X^{\prime}$ can lead to only one definite result, or rather to a series of results which differ from each other only in the value of the constant $C$.

If through any point of $P^{\prime} Q^{\prime} R^{\prime}$ in fig. 7 there were drawn any curve deviating at any part from $P^{\prime} Q^{\prime} \mathbf{R}^{\prime}$, it is evident that, at some parts at least of this other curve, it would have a gradient different from that of the part of PQR lying immediately below or above it. Thus all curves having the same $\mathrm{X}^{\prime}$ for each $x$ are related to each other as are PQR and $P^{\prime} Q^{\prime} R^{\prime}$. Now these two curves taken between the same limits give the same difference of height; and, if the integral be taken in the "indefinite" form, as meaning the total height at any $x$ from the horizontal axis, the heights of the two curves differ everywhere by the same amount $m$, that is, the two indefinite integrals differ only in the value of the constant $C$.
58. Usual Method of finding New Integrals.-Since, then, a definite function of $x$ when integrated with respect to $x$ gives one and one only function of $x$ (definite in all but the particular value of the additive constant), therefore, if we happen to know of a curve which gives at each point an $x$-gradient equal to the function of $x$ which we wish to integrate, we conclude with certainty that the height of that curve is the integral sought for. The level of the axis from which the height is to be measured is fixed by the special, or "limiting," conditions of the problem.

This is the usual method of finding integrals: namely, we make use of our previous knowledge of differentials. Thie finding of differential coefficients, or gradients, is an easier process in general than the reverse or inverse process of finding integrals. This differ-
ence is analogous to that we observe in ordinary geometry, in whicb it is simpler to find the tangent of a known curve than it is to find the curve by building it up from a knowledge of the direction of its tangent at each point.

In some simple cases, examples of which will be given in the next chapter, it is as easy to find the integral directly as it is to find the differential. Very often the study of the character of a curve or law leads to the simultaneous recognition of the differential and the inverse integral.*

## CHAPTER III.

EASY AND FAMILIAR EXAMPLES OF INTEGRATION AND DIFFERENTIATION.
59. Circular Sector.-An easy example of integration is the finding the area of a circle, or of any sectorial part of a circle.

In fig. 9 there is drawn an isosceles triangle of very small vertical angle placed at $O$, the centre of a circle, and whose correspondingly small base is a very short tangent to the arc of the circle. The height of this triangle is $r$, the


Fig. 9. radius of the circle. Its base is, in a minute degree, longer than the arc, but equals the are in length with an approximation which is closer as the vertical angle at O becomes smaller. Taking $\delta p$, the peripheral arc length, as an approximation to the base, the area is $\frac{1}{2} r . \delta p$. The whole angle AOB may be split up into a very large number of minute angles, in each of which may be formed a small triangle similar to the above. The sum of the areas of these triangles is greater than that of one of them in the same ratio that the sum of their bases is greater than the base of one of them, because the factor $\frac{1}{2} r$ has the same value in all. The series of bases form a connected chain of very short tangents lying outside the arc AB. As the individual links of this chain become shorter, and the total number of them correspondingly greater, the sum of their lengths becomes equal to the arc length AB with closer and closer approximation, and, at the same time, the sum of the triangular areas

[^1]equals that of the circular sector ABO with closer and closer approximation. Thus, taking the ares minutely short, and calling the arc length $A B$ by the letter $p$, we find

## Circular sectorial area $=\frac{1}{2} r \cdot p$.

For the complete circular area the length of are $p$ becomes the complete circumference of the circle or $2 \pi r$. Thus the complete circular area is $\pi r^{2}$.

Here the important point to note is, that the approximation of the sum of the triangular areas to equality with the circular area proceeds pari passu with that of the sum of the tangent lengths to the circular are length.
60. Constant Gradient.-In this integration the factor $\frac{1}{2} r$ is a constant. The variable is $p$, the arc length measured from some given point on the circular circumference. The increment of $p$ is $\delta p$ : that is, $\delta p$ may be looked upon as the increase of the are length $p$, as the sectorial area is swept out by a radius revolving round the centre $O$. The integral is the gradually increasing area so swept out. The increment, or differential of this area, is $\frac{1}{2} r . \delta p$. Thus $\frac{1}{2} r$ is the differential coefficient of the area with respect to $p$; or $\frac{1}{2} r$ is the $p$-gradient of the area. Calling the constant $\frac{1}{2} r$ by the letter $k$, we may write this

$$
\frac{d}{d p}(k p)=k ; \text { or otherwise } \int k d p=k p .^{*}
$$

61. Area of Expanding Circle.-A second simple example of integration is that of the area swept through by the circumference of a gradually expanding circle. Let the radius from which the expansion begins be called $r_{1}$ : the area inside this initial circumference is $\pi r_{1}{ }^{2}$. At any stage of the expansion when the radius has become any size $r$, the area swept through has been $\left(\pi r^{2}-\pi r_{1}{ }^{2}\right)$. This is the indefinite integral ; the constant of integration being here $-\pi r_{1}{ }^{2}$.

As $r$ increases by $\delta r$ from ( $r-\frac{1}{2} \delta r$ ) to ( $r+\frac{1}{2} \delta r$ ), the area swept out by the circumference is a narrow annular strip whose mean peripheral length is $2 \pi r$, and whose radial width is $\delta r$, as shown on fig. 10. The area of this annular strip, therefore, equals $2 \pi r . \delta r$, and this is the increment, or differential, of the integral area swept out. The "differential coefficient with respect to $r$," or the " $r$-gradient," of the area is, therefore, $2 \pi r$. That is, the $r$-gradient of ( $\pi r^{2}+\mathrm{C}$ ), where C is any constant, is $2 \pi r$. Otherwise written,

$$
\frac{d}{d r}\left(\pi r^{2}+\mathrm{C}\right)=2 \pi r
$$

[^2]Here $\pi$ is a constant multiplier, and, if any other constant multiplier $k$ were used, the result would be

$$
\frac{d}{d r}\left(k r^{2}+\mathrm{C}\right)=2 k r
$$
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Written in the inverse manner, the same result appears as

$$
\int 2 k r d r=k r^{2}+\mathrm{C} .^{*}
$$

62. Rectangular Area.-A third simple example is shown in fig. 11. Here a vertical line of length $k$ is moved horizontally to the right from an initial position $x_{1}$. Its lower end moves along the axis of $x$. Its upper end moves along a horizontal straight
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line at the height $k$ above this axis. The vertical sweeps out a rectangular area equal to $k$ multiplied by the length of horizontal movement. At any stage $x$ of the movement the area swept out

[^3]is $k\left(x-x_{1}\right)$. Here the variable is $x$. Call its increment $\delta x$. While the vertical moves horizontally $\delta x$, the area swept out is a narrow rectangular strip equal to $k \delta x$. This is the increment of the integral area. Thus the $x$-gradient of the area is $k$. Calling the constant $-k x_{1}$ by the letter C , this result may be written in the two forms
$$
\frac{d}{d x}(k x+\mathbf{C})=k
$$
and
$$
\int k d x=k x+\mathbf{C} .
$$

This result is identical in form with that of $\$ 60$, fig. 9 , except that in the latter the integration constant is zero and does not appear, and the variable is named $p$, while $x$ is the name adopted in fig. 11. The choosing of one or other name to indicate the variable is, of course, of no consequence ; but taken as two illustrations of purely geometric integration, the two results are of different kinds, although taken as formulas simply they are identical.
63. Triangular Area.-In fig. 12 we have an area swept out by a vertical line as it moves from left to right, and increases in height at a uniform rate during the motion. Its lower end lies always in


Fig. 12. the axis of $x$. Its upper end lies in a straight line whose inclination to the $x$-axis is called $m$.

During the movement $\delta x$, from $\left(x-\frac{1}{2} \delta x\right)$ to $\left(x+\frac{1}{2} \delta x\right)$, the mean height of the small strip of area swept out is $(k+m x)$, and its area, therefore, is

$$
(k+m x) \delta x
$$

The whole area swept out during the motion from the lower limit $x_{1}$ to any upper limit $x$ may be divided into two parts; one rectangular with the base $\left(x-x_{1}\right)$ and the height $\left(k+m x_{1}\right)$; the other triangular with the same base and the height $m\left(x-x_{1}\right)$.

[^4]This whole area is, therefore,

$$
\left(x-x_{1}\right)\left\{\left(k+m x_{1}\right)+\frac{1}{2} m\left(x-x_{1}\right)\right\}=k\left(x-x_{1}\right)+\frac{1}{2} m\left(x^{2}-x_{1}^{2}\right) .
$$

This may be written in the form

$$
\left[k x+\frac{1}{2} m x^{2}\right]_{x_{1}}^{x}
$$

which form means that the function of $x$ standing inside the square bracket is to be calculated for the two values of $x, x$ and $x_{1}$ (the former "indefinite" or not particularised, the latter special), and the latter value of the function subtracted from the former.*

Again, it may be written in the other form

$$
k x+\frac{1}{2} m x^{2}+C
$$

where C is a " constant of integration."
This result may be expressed by either of the two following equations:-

$$
\frac{d}{d x}\left\{k x+\frac{1}{2} m x^{2}+\mathrm{C}\right\}=k+m x
$$

and

$$
\int(k+m x) d x=k x+\frac{1}{2} m x^{2}+\mathbb{C}
$$

64. First and Second Powers of Variable.-The last integral may be split into two parts. The first is

$$
\int k d x=k x+\mathrm{C}_{1}
$$

which is identical with what is obtained in fig. 11. The second is

$$
\int m x d x=\frac{1}{2} m x^{2}+\mathrm{C}_{2}
$$

which is the sweeping out of the triangular area.
65. Integral Momentum.-The following are other easy examples of the first of these two formulas.

The extra momentum acquired by a mass $m$ in the interval between time $t_{1}$ and time $t_{2}$, during which its velocity is accelerated at the constant rate $g$, if its velocity be $v_{1}$ at time $t_{1}$, is

$$
m\left(v_{2}-v_{1}\right)=\int_{t_{1}}^{t_{2}} \underset{t_{2}}{ } d t=m g\left(t_{2}-t_{1}\right)
$$

* See Classified List, " Notation."

Here $m g$ is the acceleration of momentum, or the time-gradient of the momentum.
66. Integral Kinetic Energy.-The simultaneous increase of Kinetic Energy is

$$
\begin{aligned}
& \frac{m}{2}\left(v_{2}^{2}-v_{1}^{2}\right)=\frac{m}{2}\left\{g^{2}\left(t_{2}-t_{1}\right)^{2}+2 g\left(t_{2}-t_{1}\right) v_{1}\right\} \\
&=m g\left(t_{2}-t_{1}\right)\left\{v_{1}+\frac{1}{2} g\left(t_{2}-t_{1}\right)\right\} \\
&=\text { Extra Acquired momentum } \times \text { Average } \\
& \quad \text { Velocity during interval. }
\end{aligned}
$$

67. Motion integrated for Velocity and Time.-Again the distance travelled by a train between the times $t_{1}$ and $t_{2}$, when running at a constant velocity $v$, is

$$
\int_{t_{1}}^{t_{2}} v d t=v\left(t_{2}-t_{1}\right)
$$

Here the velocity $v$ is the time-gradient of the distance travelled.
68. Motion from Acceleration and Time.-Easy examples of the second formula are the following :-

If the velocity of a mass be accelerated at the uniform rate $g$; then, since the velocity at any time $t$ is $\left\{g\left(t-t_{1}\right)+v_{1}\right\}$, and since in a small interval of time $\delta t$, the distance travelled is $v . \delta t$, where $v$ is the average velocity during $\delta$ t, we find the distance travelled in interval $\left(t_{2}-t_{1}\right)$ to be

$$
\begin{aligned}
\int_{t_{1}}^{t_{2}}\left\{g t-g t_{1}+v_{1}\right\} d t & =\frac{g}{2}\left(t_{2}^{2}-t_{1}^{2}\right)-g t_{1}\left(t_{2}-t_{1}\right)+v_{1}\left(t_{2}-t_{1}\right) \\
& =\left(t_{2}-t_{1}\right)\left\{v_{1}+\frac{1}{2} g\left(t_{2}-t_{1}\right)\right\} .
\end{aligned}
$$

If this be multiplied by $m g$, we get again the increase of kinetic energy as shown above in $\S 66$; so that the increase of kinetic energy equals the uniform acceleration of momentum ( mg ) multiplied by the distance travelled.*
69. Bending Moments.-As another example, take a horizontal beam loaded uniformly with a load $w$ per foot length. If we name by the letter $l$ lengths along the beam from any section where we wish to find the bending moment due to this load; then on any short length $\delta l$ there is a load $w . \delta l$, and the moment of this load upon the given section is $w l . \delta l$, where $l$ means the length to the

[^5]middle of $8 l$. The integral, or total, moment exerted upon this section by the part of the load lying between $l_{1}$ and $l_{2}$ is
\[

$$
\begin{aligned}
\int_{l_{1}}^{l_{2}} w l d l & =\frac{w}{2}\left(l_{2}^{2}-l_{1}^{2}\right) \\
& =w\left(l_{2}-l_{1}\right) \times \frac{1}{2}\left(l_{2}+l_{1}\right) \\
& =\text { whole load on }\left(l_{2}-l_{1}\right) \text { multiplied by the distance of the } \\
& \text { middle of the same length from the given section. }
\end{aligned}
$$
\]

It must be noted that this is the moment exerted by the load alone independently of that exerted by the forces supporting the beam.
70. Volume of Sphere.-Passing now to volumetric integrals, we may consider a very small sectorial part of the volume of a sphere as an equal-sided cone of very small vertical angle placed at the centre of the sphere, and with a very small spherical base nearly coinciding with the flat surface of small area touching the sphere. The volume of the small cone with the flat base is known to be $\frac{1}{3}$ the product of its base area by its height. The height here is $r$, the radius of the sphere. This is true whatever be the shape of the cross section of the cone. Now the whole volume of the sphere is made up of a very large number of such small-angled cones with spherical bases, these cones fitting close together so as to fill up the whole space. They would not fit close together if their cross sections were, bay, circular; but the argument does not depend on the shape of the cross section, and this is to be taken such as will make the cones fit close together. In all these small conic volumes, the common factor $\frac{1}{3} r$ appears as a constant: each is $\frac{1}{3} r . \delta A$, if $\delta \mathrm{A}$ represent the area of the small base. Thus the sum of the volumes is greater than any one of them in the same ratio as the sum of the areas of the bases is greater than the basearea of that one. Thus if $A$ be the sum of the bases, or $\int d A=A$, we have the sum of the volumes equal to $\frac{1}{3} r$ A. For any sectorial portion of the volume of the sphere, the sum of the areas of the flat tangent bases approximates to the area of the corresponding portion of the spherical surface pari passu with the approximation of the sum of the flat-based conical volumes to the sum of the round-based conical volumes, which latter is the true spherical volume. Thus, if A be the area of the spherical surface, the volume subtended by it at the centre is $\frac{1}{3} r \mathrm{~A}$. If A be taken as the complete spherical surface, then $\frac{1}{3} r A$ is the total spherical volume. This integration is in form identical with that of fig. 9. It differs from that in kind, inasmuch as the differential $\delta A$ is an
area, while in fig. 9 the differential $\delta p$ is a line. The mathematical process is the same in both cases; but the legitimacy of the application of this process depends in the one case upon the physical relations between certain curved and straight lines, while in the other case it depends on the physical relations between certain curved and flat surfaces.

When it is known that the ratio of the surface-area of a sphere to the square of its radius is $4 \pi$, the above integration proves the complete spherical volume to be $\frac{4}{3} \pi r^{3}$ (see $\S 76$ below).
71. Volume of Expanding Sphere.-Consider now the spherical volume as swept through by the surface of a gradually expanding sphere. If the radius be $r_{1}$ at one stage of the expansion, and $r$ at another, the volume swept through between these two stages is $\frac{4}{3} \pi\left(r^{3}-r_{1}^{3}\right)$. During any small increase of size $\delta r$ from the radius ( $r-\frac{1}{2} \delta r$ ) to $\left(r+\frac{1}{2} \delta r\right)$, the volume swept out is the normal distance $\delta r$ between the smaller and larger spherical surfaces multiplied by the mean area of the spherical surface during the motion, viz., $4 \pi r^{2}$. That is, the increment of volume is

$$
4 \pi r^{2} \delta r
$$

The definite integral of this is, as above stated,

$$
\left[\frac{4}{3} \pi r^{3}\right]_{r_{1}}^{r}
$$

and the indefinite integral for an indefinite size $r$ is

$$
\frac{4}{3} \pi r^{3}+\mathrm{C}
$$

Thus $4 \pi r^{2}$ is the $r$-gradient of $\left(\frac{4}{8} \pi r^{3}+\mathrm{C}\right)$.
If $x$ were used to represent the radius, and X the volume, and $\mathrm{X}^{\prime}$ the $x$-gradient of X and the constant factor $4 \pi$ be written $k$ : we would here have

$$
\begin{gathered}
\mathrm{X}^{\prime}=4 \pi x^{2}=k x^{2} \\
\mathrm{X}=\int k x^{2} d x=\frac{k}{3} x^{3}+\mathrm{C} . *
\end{gathered}
$$

Expressed in words, the radius-gradient of the spherical volume is the spherical surface.
72. Volume of Expanding Pyramid.-Consider a rectangularbased pyramid of height $x$, and the two sides of whose base are $m x$ and $n x$. The area of the base is $m n x^{2}$, and, therefore, the pyramidal volume is $\frac{1}{3} m n x^{3}$. Now, suppose the size of this pyramid to be gradually increased, keeping its shape unaltered, by extending

[^6]its sides in the same planes, and moving the base away from the vertex while keeping the base always parallel to its original position. As the height $x$ increases, the sides of the rectangular base both increase in the same ratio so as to remain always $m x$ and $n x$; and, therefore, the increasing volume is always equal to $\frac{1}{3} m n x^{3}$. As the base moves a distance $\delta x$ away from the vertex from the height ( $x-\frac{1}{2} \delta x$ ) to ( $x+\frac{1}{2} \delta x$ ), the increase of volume thus added to the pyramid is the mean area of the base during this motion, viz., $m n x^{2}$, multiplied by the normal distance $\delta x$ between the old and the new bases. The increment of volume is thus $m n x^{2} . \delta x$. The definite integral volume taken between the limit $x_{1}$ and $x_{2}$ is
$$
\left[\frac{1}{3} m n x^{3}\right]_{x_{1}}^{x_{2}}
$$

If the constant factor $m n$ be written $k$, this result would be thus expressed, taking the indefinite form of the integral :-

$$
\int k x^{2} d x=\frac{1}{3} k x^{3}+\mathbf{C}
$$

which is formally or symbolically identical with the last result obtained. The difference between the two in kind is perhaps best recognised by comparing the word-expression of the last result with the following similar statement of our present one :-

The height-gradient of the volume of a pyramid of given shape is the area of the base of the pyramid.
In this last statement of the result no reference is made to the special shape of the cross section of the pyramid, and it is readily perceived that the reasoning employed above did not depend in any degree upon the rectangularity of the base.
73. Stress Bending Moment on Beam.-Take as another example of this formula leading from the second power in the gradient to the third power in the integral, the calculation of the stressbending moment of a rectangular beam section exposed to pure bending of such degree as produces only stresses within the elastic limit. Under this condition the normal stress on the section increases uniformly with the distance from the neutral axis, which in this case is at the middle of the depth. Thus, if the whole depth of the section be called $H$, and the intensity of stress at the top edge (at distance $\frac{\mathrm{H}}{2}$ from neutral axis) be called $k$; then the intensity of stress at any distance $h$ from the axis is $k \frac{h}{\frac{1}{2} \overline{\mathrm{H}}}=\frac{2 k}{\overline{\mathrm{H}}} h$.

If the width of the section be $B$, the area of a small cross strip of it, of depth $\delta h$, is $\mathrm{B} \delta h$. If $h$ mean the height to the middle of $\delta h$, then the whole normal stress on this strip is $\frac{2 k \mathrm{~B}}{\overline{\mathrm{H}}} \cdot h \delta h$, and the moment of this round the neutral axis is $\frac{2 / \mathrm{B}}{\mathrm{H}} h^{2} . \delta h$, because $h$ is the leverage. The sum of these moments over the half of the section lying above the axis is the integral of this between the limits $h=0$ and $h=\frac{1}{2} \mathrm{H}$, or

$$
\begin{aligned}
\int_{0}^{\frac{1 \mathrm{H}}{3}} \frac{2 k \mathrm{~B}}{\mathrm{H}} h^{2} d h & =\left[\frac{2 k \mathrm{~B}}{3 \mathrm{H}} h^{3}\right]_{0}^{\frac{\mathrm{H}}{2}} \\
& =\frac{2 k \mathrm{~B}}{3 \mathrm{H}} \cdot \frac{\mathrm{H}^{3}}{8} \\
& =\frac{k}{12} \mathrm{BH}^{2}
\end{aligned}
$$

An equal sum of moments of like sign is exerted by the stresses on the lower half of the section, and thus the

$$
\text { Total Stress Bending Moment }=\frac{1}{6} k \mathrm{BH}^{2} . *
$$

74. Angle Gradients of Sine and Cosine and Integration of Sine and Cosine.-In fig. 13 the angle $u$ is supposed measured in radians, that is, in circular measure, the unit of which is the angle whose arc equals the radius. Radians, sines, cosines, tangents, etc., are pure numbers, or ratios between certain lengths and the radius of a circle; but if the radius be taken as unity, as in fig. 13 , then these ratios are properly represented by lengths of lines, this graphic representation being to an artificial scale just as, to other artificial scales, velocities, moments, weights, etc., can be graphically represented by line-lengths. In fig. 13 the angle $a$ is measured to such a scale by the length of the arc $\mathrm{N} a$, while to the same scale $\sin a$ is measured


Fig. 13. by as and $\cos a$ by ac. Take a very small angle $\delta a$, and mark off from $N$ the two angles ( $a-\frac{1}{2} \delta a$ ) and $\left(a+\frac{1}{2} \delta a\right)$. The horizontal and vertical projections of $\delta a$ (parallel to as and ac) are evidently the increments of the sine and cosine

[^7]for the angle increment $\delta a$. The horizontal projection is a positive increment of the sine; the cosine decreases as a increases, so that the vertical projection is the decrement or negative increment of the cosine. If $\delta a$ be taken small enough to justify the short arc being taken as a straight line, $\delta \alpha$ and its two projections form a small right-angled triangle of the same shape as Oas. We have, therefore,

Increment of $\sin \alpha=\delta(\sin \alpha)=$ Horizontal projection of $\delta a$

$$
=\frac{a c}{a 0} \cdot \delta a=\cos a \delta a
$$

and
Decrement of $\cos \alpha=-\delta(\cos a)=$ Vertical protection of $\delta a$

$$
=\frac{a s}{a 0} . \delta u=\sin a \delta a .
$$

Integrating these increments between any limits $\alpha_{1}$ and $\alpha_{2}$, the results are

$$
\begin{gathered}
\qquad \begin{array}{l}
a_{2} \\
\cos \alpha d \alpha=\sin \alpha_{2}-\sin \alpha_{1} \\
\alpha_{1}
\end{array} \\
\text { and } \int_{a_{1}}^{a_{2}} \sin \alpha d \alpha=[-\cos \alpha]_{a_{1}}^{\alpha_{2}}=\cos \alpha_{1}-\cos \alpha_{2} .
\end{gathered}
$$

The student should carefully follow out this integration on the diagram through all four quadrants of the complete circle, paying attention to the changes of sign.

Written as indefinite integrals these results are

$$
\begin{aligned}
\int \cos \alpha d a & =\sin \alpha+C \\
\text { and } \int \sin \alpha d a & =C-\cos \alpha .^{*}
\end{aligned}
$$

Expressed in words, this is, the angle-gradient of the sine of an angle is its cosine, and that of its cosine is its sine taken negatively.
75. Integration through $90^{\circ}$. -Since $\sin 0^{\circ}=0$ and $\cos 0^{\circ}=1$, while $\sin 90^{\circ}=1$ and $\cos 90^{\circ}=0$, we find, integrating between the limits $0^{\circ}$ and $90^{\circ}$,

$$
\begin{aligned}
& \qquad \begin{array}{l}
90^{\circ} \\
\cos a d a=1 \\
0^{\circ}
\end{array} \\
& \text { and also } \int_{0^{\circ}}^{90^{\circ}} \begin{array}{l}
\sin a d a=1 \\
0^{\circ}
\end{array}
\end{aligned}
$$

[^8]76. Spherical Surface.-Let this result be applied to the calculation of the area of the earth's surface, assuming it to be spherical, The whole surface may be divided up into narrow rings of uniform width lying between parallels of latitude. Thus, if the difference of latitude be taken to be $\frac{1}{4}^{\circ}$, the uniform width of each ring will he about $17 \frac{1}{4}$ miles. The meridian arc throughout this length may be considered straight without appreciable error. The ring at the equator forms practically a cylindrical ring of radius equal to that of the earth, R. A ring taken at latitude $\lambda$ has a mean radius $\mathrm{R} \cos \lambda$; and the circumferential length of its centre line is therefore $2 \pi \mathrm{R} \cos \lambda$. Naming the difference of latitude for one ring $\delta \lambda$, the width of the ring is $\mathrm{R} . \delta \lambda$, and its area therefore $2 \pi \mathrm{R} \cos \lambda . \mathrm{R} . \delta \lambda=$ $2 \pi \mathrm{R}^{2} \cos \lambda . \delta \lambda$. The factor $2 \pi \mathrm{R}^{2}$ being the same for all the rings, we may first sum up all the products $\cos \lambda . \delta \lambda$, and afterwards multiply this sum by the common factor $2 \pi \mathrm{R}^{2}$. If we perform this integration from the equator to the north pole, that is, between the limits $\lambda=0^{\circ}$ and $\lambda=90^{\circ}$, we obtain the surface of the hemisphere. The integral of $\cos \lambda . \delta \lambda$ from $0^{\circ}$ to $90^{\circ}$ is 1 ; and therefore the hemispherical surface is $2 \pi R^{2}$, and the whole spherical surface $4 \pi \mathrm{R}^{2}$. We used this result in § $70, \mathrm{p} .35$.
77. Spherical Surface integrated otherwise.-The above total is $2 \pi \mathrm{R} \times 2 \mathrm{R}$. Here $2 \pi \mathrm{R}$ is the circumference of a cylinder touching the sphere, and $2 R$ is the diameter of the sphere; so that the whole spherical surface equals that of a touching cylindrical surface whose length equals the diameter (or length) of the sphere.

In fig. 14 this circumscribing cylinder is represented by its axial section nn, ss. For each strip of spherical surface of radius $r$ bouuded by parallels of latitude $\lambda \lambda, \lambda \lambda$, there corresponds a strip of cylindric surface $l l, l l$ of radius R , which latter is, in fact, the radial projection on the cylindric surface of the spherical strip. It


F1G. 14. is easy to prove that the arc $\lambda \lambda$ is greater than its projection $l l$ in the same ratio that R is greater than $r$. Hence the areas of the two differential strips are equal; and, therefore, the integral areas from end to end are also equal. This proof is more elementary than that given in the previous paragraph.
78. Angle-Gradients of Tangent and Co-tangent and Integration of Squares of Sine and Cosine. - In fig. 15, a small angleincrement $\delta a$ is marked off equally below and above the angle $a$, and radii are drawn from centre 0 through the extremities of $\delta \alpha$ out to meet the two tangents to the quadrant of the circle at $N$ and E . The tangent of $a$, or $\tan a$, is measured along the tangent


Fig. 15.
from $N$ to the radius at $a$, and its co-tangent, or cot $a$, along the tangent at $\mathbf{E}$ to the same radius. The increments of $\tan u$, and of $\cot a$, due to $\delta a$, are marked on the figure. $\delta \tan u$ is a positive increase of $\tan a$ for a positive increase of the angle, while $\delta \cot a$ is a decrease of cot a. The lines $t t$ and cc are drawn parallel to the short arc $\delta a$. $t t$ is therefore inclined to $\delta \tan a$ at the angle $a$, and $c c$ to $\delta \cot a$ at the angle $\left(90^{\circ}-a\right)$. Therefore

$$
t t=\cos a . \delta \tan a \quad \text { and } \quad c c=-\sin a . \delta \cot a
$$

Here the - sign is used in order to make cc positive ( $\delta$ cot a being negative).

Now tt is greater than $\delta a$ in the ratio of $\mathrm{O} t$ to the radius of the circle, or $\frac{\mathrm{O} t}{\mathrm{ON}}$. Similarly $c c$ is greater than $\delta a$ in the ratio $\frac{\mathrm{Oc}}{\mathrm{OE}}$. That is,

$$
\delta \alpha=t t \cdot \cos a=c c \cdot \cos \left(90^{\circ}-a\right)=c c \sin a .
$$

Therefore,

$$
\delta a=\cos ^{2} a . \delta \tan a=-\sin ^{2} a . \delta \cot a
$$

Taking all the increments minutely small, these results are written

$$
\begin{aligned}
\frac{d \tan \alpha}{d a} & =\text { the angle-gradient of the tangent } \\
& =\frac{1}{\cos ^{2} \alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d \cot \alpha}{d \alpha} & =\text { the angle-gradient of the co-tangent } \\
& =-\frac{1}{\sin ^{2} \alpha} .
\end{aligned}
$$

Or otherwise

$$
\int \frac{1}{\cos ^{2} \alpha} \cdot d \alpha=\tan \alpha+C
$$

and

$$
\int \frac{1}{\sin ^{2} a} d a=\mathrm{C}-\cot a .^{*}
$$

79. Gradient of Curve of Reciprocals.-In figure 16 there is

drawn a curve of reciprocals; the horizontal ordinate being $x$, the vertical ordinate is $\frac{1}{x}$.
[^9]The area of the rectangle formed by the axes and the ordinates at any point is $x \times \frac{1}{x}=1$; constant for all points of the curve. These two rectangles at the two points $x_{1}$ and $x$ overlap each other, having the common area $x_{1} \times \frac{1}{x}$ as part of each. Subtract this common part and there is left

$$
x_{1}\left(\frac{1}{x_{1}}-\frac{1}{x}\right)=\left(x-x_{1}\right) \frac{1}{x}
$$

or

$$
\frac{\frac{1}{x_{1}}-\frac{1}{x}}{x-x_{\mathrm{i}}}=\frac{1}{x_{1} x} .
$$

This is the ratio of the decrease of $\frac{1}{x}$ to the increase of $x$. When the increments are made minutely small, $\frac{1}{x_{1} x}$ becomes practically $\frac{1}{x^{2}}$. In the figure a small increment of $x$, viz., $\delta x$, is set off equally below and above $x$. The above equality of areas means the equality of the two narrow strips of area rafined over in the figure. The equality is, therefore,

$$
\left\{x-\frac{1}{2} \delta x\right\} . \delta\left(\frac{1}{x}\right)=\left\{\frac{1}{x}-\frac{1}{2} \delta\left(\frac{1}{x}\right)\right\} \delta x .
$$

Adding $\frac{1}{2} \delta x . \delta\left(\frac{1}{x}\right)$ to each side and writing $\frac{d \frac{1}{x}}{d x}$ instead of $\frac{\delta\left(\frac{1}{x}\right)}{\delta x}$; changing also the sign, because $\frac{1}{x}$ decreases while $x$ increases, we have

$$
\frac{d \frac{1}{x}}{d x}=-\frac{1}{x^{2}}
$$

Expressed in words this is:-The $x$-gradient of the reciprocal of $x$ is minus the reciprocal of the square of $x$. Writing this result inversely, we have

$$
\int \frac{d x}{x^{2}}=\mathrm{C}-\frac{1}{x}^{*}
$$

[^10]where $C$ is the integration constant to be determined by special limiting conditions.
80. $x$-Gradient of $\mathrm{X} x$ and Inverse Integration. Formula of Reduction.-In fig. 17 there is drawn a curve whose ordinates are called $x$ and X. $X$ represents any function of $x, x$ is taken to the middle of $\delta x$; and, since the arc-length corresponding to $\delta x$ is of minute length and may therefore be considered as straight, the point $x \bar{X}$ on the curve bisects this arclength and also bisects $\delta \mathbf{X}$. Also the horizontal and vertical lines through the point
 $x \mathbf{X}$ on the curve divide the rectangular area $a b$ into four equal parts, each $\frac{1}{4} \delta x . \delta \mathrm{X}$.

The increase of the rectangular area $X x$ due to the increase $\delta x$ of $x$ is, therefore,

$$
\left(\mathrm{X}+\frac{1}{2} \delta \mathrm{X}\right)\left(x+\frac{1}{2} \delta x\right)-\left(\mathrm{X}-\frac{1}{2} \delta \mathrm{X}\right)\left(x-\frac{1}{2} \delta x\right)=\mathrm{X} \delta x+x \delta \mathrm{X}
$$

by actual multiplication, the first and fourth terms of each product cancelling out.

The first of these two terms of this increment is the strip of area between the two dotted verticals of height $X$; the second is the strip between the two dotted horizontals of length $x$. These two strips overlap each other by the $\frac{1}{4}(a b)$ small rectangle, and this has to be taken twice to obtain their sum. This compensates for the two strips not covering the outer small $\frac{1}{4}(a b)$ rectangle.

Dividing by $\delta x$, and taking minutely small increments, that of ( $\mathrm{X} x$ ) being called $d(\mathrm{X} x)$, and the $x$-gradient of X being called $\mathrm{X}^{\prime}$, there results

$$
\frac{d(\mathrm{X} x)}{d x}=\mathrm{X}+\mathrm{X}^{\prime} x
$$

According to $\$ 38$ and 40 , pp. 16 and 17 , the X -subtangent measures $\mathrm{X}^{\prime} x$; therefore the present $x$-gradient equals the sum of the function $X$ and its $X$-subtangent. This $X$-subtangent is shown in fig. 17, where it is also graphically added to $X$.

The result written in the inverse integration-symbolism is

$$
\int\left(\mathbf{X}+\mathbf{X}^{\prime} x\right) d x=\mathbf{X} x+\mathbf{C}
$$

As explained below in $\S 83$, the integral $\int\left(\mathrm{X}+\mathrm{X}^{\prime} x\right) d x=$ $\int \mathrm{X} d x+\int \mathrm{X}^{\prime} x d x$. Therefore the result of this article may be written

$$
\int \mathbf{X} d x=\mathbf{X} x-\int \mathbf{X}^{\prime} x d x+\mathbf{C}
$$

This is an important "Reduction Formula." *
81. $x$-Gradient of $X / x$ and Inverse Integration.-In fig. 18 a curve is drawn whose ordinates are called $x$ and $X$, any function of $x$. From two points $x, \mathbf{X}$ and $(x+\delta x),(\mathbf{X}+\delta \mathbf{X})$


Fig. 18.
on this curve are drawn two straight lines to the origin 0 ; and on these two lines lie the upper extremities of verticals drawn at the horizontal distance 1 from $O$. Evidently these last verticals measure the ratios $\frac{X}{x}$ and $\frac{X+\delta X}{x+\delta x}$. The difference between them is the increase of the ratio $\frac{X}{x}$ due to the increase $\delta x$ of $x$, and is marked $\delta\left(\frac{\mathrm{X}}{x}\right)$ in the figure. It is less than the small height $a a$ in the ratio of 1 to $x$; and this height $a a$ is less than $\delta \mathrm{X}$ by $b b$. This small height $b b$ bears the same ratio to $\delta x$ as $(\mathrm{X}+\delta \mathrm{X})$ bears to $(x+\delta x)$. Thus

[^11]$$
\delta\left(\frac{\mathrm{X}}{x}\right)=\frac{1}{x}\left(\delta \mathrm{X}-\frac{\mathrm{X}+\delta \mathrm{X}}{x+\delta x} \cdot \delta x\right)
$$

Therefore, dividing by $\delta x$,

$$
\frac{d\left(\frac{\mathrm{X}}{x}\right)}{d x}=\frac{\mathrm{X}^{\prime}}{x}-\frac{\mathrm{X}}{x^{2}}
$$

where, since extremely minute increments are taken, $\frac{X}{x}$ is substituted for $\frac{X+\delta X}{x+\delta x}$.

## CHAPTER IV.

IMPORTANT GENERAL LAWS.
82. Commutative Law.-If $k X^{\prime} \delta x$ is to be integrated, where to each $\mathrm{X}^{\prime} \delta x$ the same constant multiplier $k$ is to be applied, it is evidently allowable to sum up first the series of products $X^{\prime} \delta x$, and then to multiply this sum by $k$. Symbolically written this is

$$
\int k \mathrm{X}^{\prime} d x=k \int \mathrm{X}^{\prime} d x
$$

taken between the same limits in either case. $\dagger$
Reverting to the graphic representation of integration in fig. 5 , the proposition means that if there be two curves drawn, of which one has at each $x$ its height $k$ times the other, then the first has at each $x$ its gradient also $k$ times as steep as that of the other.
83. Distributive Law.-If there be two curves such as in fig. 6, the height of one being called $X^{\prime}$ and that of the other $E^{\prime}$, then a third curve may be drawn, of which the height is $\left(X^{\prime}+\bar{E}^{\prime}\right)$. The area under the first curve is $\int \mathrm{X}^{\prime} d x$; that under the second is $\int E^{\prime} d x$; that under the third is $\int\left(\mathrm{X}^{\prime}+\xi^{\prime}\right) d x$. For each $\delta x$ at the same $x$, the area of the narrow strip ( $\mathrm{X}^{\prime}+\Xi^{\prime}$ ) $\delta x$ for the third curve equals the sum of the two strips $\bar{X}^{\prime} \delta x$ and $E^{\prime} \delta x$ for the first two

[^12]curves. Since this is true of each strip, it is true of the whole areas; or,
$$
\int \mathbf{X}^{\prime} d x+\int \Xi^{\prime} d x=\int\left(\mathbf{X}^{\prime}+\Xi^{\prime}\right) d x *
$$
the limits of $x$ being taken the same in all three curves. The two curves may represent entirely different functions of $x$, subject only to the oue condition that they must be of the same kind, it being impossible to add together quantities of different kinds. In both integration and differentiation this proposition is more frequently used by way of splitting up a whole integral into parts easier to deal with taken separately than by the converse process of combining parts into one whole. It may be extended to the more general formula
$$
\int\left(\mathbf{X}^{\prime}+E^{\prime}+\hat{N}^{\prime \prime}+\text { etc. }\right) d x=\int \mathbf{X}^{\prime} d x+\int \bar{E}^{\prime} d x+\int \mathfrak{N}^{\prime} d x+\text { etc. }
$$

If the separate integrals on the right-hand side of the last equation be called X, $\boldsymbol{E}, \hat{\boldsymbol{N}}$, etc. ; then the differential view of the same proposition is that the

$$
\begin{aligned}
& x \text {-gradient of }\{\mathrm{X}+\text { 鳬 }+\boldsymbol{N}+\text { etc. }\} \\
& =\frac{d}{d x}\left\{\mathrm{X}+\boldsymbol{E}+\overrightarrow{X^{\prime}}+\text { etc. }\right\}=\mathrm{X}^{\prime}+\underline{E}^{\prime}+\tilde{X}^{\prime \prime}+\text { etc. } \\
& =x \text {-grad. } \mathrm{X}+x \text {-grad. } \text { E }^{2}+x \text {-grad. } \text {. }
\end{aligned}
$$

Evidently the proposition of $\S 82$ is only a special case of this in which $\mathrm{X}^{\prime}=\vec{E}^{\prime}=\boldsymbol{x}^{\prime \prime}$, etc., etc.
84. Function of a Function.-In fig. 19 there is drawn a curve, the horizontal and vertical ordinates of which are called $l$ and L . Thus $L$ is a function of $l$, the nature of the function being graphically described by this curve. A second curve is drawn, the vertical ordinates to which are the same L's as for the first curve (plotted and measured to the same scale), and whose horizontal ordinates are called $\lambda . \quad \lambda$ is a function of $\mathrm{I}_{\Delta}$, the curve graphically characterising the form of the function. $\lambda$ is a quantity which may possibly be of the same kind as $l$, and, if so, it might he plotted to the same scale. But the general case is that in which $\lambda$ is not of the same kind as $l$, and cannot possibly, therefore, be plotted to the same scale, although in the diagram it is measured in the same direction.

Since for each given value of $L$ the second curve gives a definite

$$
\text { * See Classified List, I. } 5 .
$$

corresponding value of $\lambda$, and the first curve gives a definite value of $l$; it follows that for each value of $l$ there is a definite value of $\lambda$. In general there may be more than one value of $\lambda$ for each $l$; but all the values of $\lambda$ corresponding to one given value of $l$ are definite. Thus $\lambda$ is a definite function of $l$.

In the figure the $l$-gradient of L is represented graphically by a height obtained by drawing a tangent at the point $l \mathrm{~L}$, and plotting horizontally from this point a distance representing to the proper scale unity. This gradient is called $L^{\prime}$ in the figure.

The L-gradient of $\lambda$ is similarly represented, the unit employed being measured vertically, and not being the same as that used in


Fig. 19.
finding $L^{\prime}$, because the scales involved are different. It is marked $\lambda^{\prime}$. The two gradients shown in the figure are for the same value of $L$; that is, the tangents are drawn at points at the same level in the two curves.

If $\delta \mathrm{L}$ and $\delta l$ are the two projections of any very short length of the first curve lying partly on each side of the point where the tangent is drawn, $L^{\prime}=\frac{\delta L}{\delta l}$. If $\delta L$ and $\delta \lambda$ are the projections of any very short length of the second curve lying partly on each side of the point where the tangent is drawn, then $\lambda^{\prime}=\frac{\delta \lambda}{\delta \bar{L}}$.

If the two short arcs on the two curves be taken so as to give the same vertical projection, that is, the same $\delta \mathrm{L}$, as is shown in fig. 19 by the dotted lines; then in the product $\mathrm{L}^{\prime} \lambda^{\prime}$ the $\delta \mathrm{L}$ cancels out.

Thus,

$$
\begin{aligned}
\lambda^{\prime} \mathrm{L}^{\prime}=\frac{\delta \lambda}{\delta \mathrm{L}} \cdot \frac{\delta \mathrm{~L}}{\delta l} & =\frac{\delta \lambda}{\delta l} \\
& =\frac{d \lambda}{d l} \text { when the incrementsare }
\end{aligned}
$$

taken minutely small. In words this is:-The $l$-gradient of $\lambda$ equals the L-gradient of $\lambda$ multiplied by the $l$-gradient of L .

If we use the notation $x, \mathrm{X}$, and $\mathrm{F}(\mathrm{X})$ instead of $l, \mathrm{~L}$, and $\lambda$; and if by $F^{\prime}(X)$ we understand the $X$-gradient of $F(X)$ or $\frac{d F(X)}{d X}$; the same is written

$$
\frac{d \mathrm{~F}(\mathbf{X})}{d x}=\mathrm{F}^{\prime}(\mathbf{X}) \cdot \mathrm{X}^{\prime} \text { or } \frac{d \mathrm{~F}(\mathrm{X})}{d \mathrm{X}} \cdot \frac{d \mathrm{X}}{d x} . *
$$

85. Powers of the Variable; Powers of Sin and Cos.-This general proposition is one of the most fruitful of all laws in producing useful results when applied to particular functions, as will be seen in the next chapter.

Simple illustrations of its meaning are the following :-
Let

$$
\mathrm{L}=l^{2} \text { and } \lambda=\mathrm{L}^{8} \quad \therefore \lambda=l^{6} .
$$

From $\S 64$ and 71 we know that

$$
\begin{gathered}
\mathrm{L}^{\prime}=2 l \text { and } \lambda^{\prime}=3 \mathrm{~L}^{2}=3 l^{4} \\
\quad \therefore \frac{d \lambda}{d l}=\frac{d l^{6}}{d l}=6 l^{5} .
\end{gathered}
$$

Written inversely,

$$
\int l^{5} d l=\frac{l^{6}}{6} \cdot \dagger
$$

Again, let

$$
\mathrm{L}=l^{3} \text { and } \lambda=\frac{1}{\mathrm{~L}} \quad . \ddots \lambda=\frac{1}{l^{3}} .
$$

From $\$ 871$ and 79 ,

$$
\begin{gathered}
\mathrm{L}^{\prime}=3 l^{2} \text { and } \lambda^{\prime}=\frac{1}{\mathrm{I}^{2}}=-\frac{1}{l^{6}} . \\
\cdot \cdot \frac{d \lambda}{d \bar{l}}=\frac{d \overline{l^{3}}}{d l}=-\frac{3}{l^{4}} .
\end{gathered}
$$

[^13]Written inversely,

$$
\int \frac{d l}{\bar{l}^{4}}=-\frac{1}{3 l^{3}} . *
$$

Again, let

$$
\begin{aligned}
& \mathrm{L}=l^{3} \text { and } \lambda=\mathrm{L}^{3} \quad . \quad . \lambda=l^{9} \\
& \mathrm{~L}^{\prime}=3 l^{2} \quad \lambda^{\prime}=3 \mathrm{~L}^{2}=37^{6} \\
& \therefore \cdot \frac{d \lambda}{d \bar{l}}=\frac{d l^{9}}{d l}=9 l^{8} .
\end{aligned}
$$

Written inversely,

$$
\int l^{8} d l=\frac{l^{9}}{9} . *
$$

Again, let

$$
\mathrm{L}=l^{2} \text { and } \lambda=\mathrm{L}^{4} \quad \therefore \lambda=l^{9} .
$$

From the last example $\frac{d \lambda}{d l}=97^{9^{\circ}}$, and also $L^{\prime}=2 l$. Therefore

$$
\begin{gathered}
97^{8}=\lambda^{\prime} .2 l \\
\text { or } \lambda^{\prime}=\frac{d \mathrm{~L}^{4}}{d \mathrm{~L}}=4 \frac{1}{2} l^{7}=4 \frac{1}{2} \mathrm{~L}^{33} .
\end{gathered}
$$

Similarly, of course, if $\mathrm{X}=x^{4}$, then

$$
X^{\prime}=4 \frac{1}{2} x^{32} .
$$

Written inversely $\quad \int x^{33} d x=\frac{x^{43}}{4 \frac{1}{2}}$.
Again, let

$$
\mathrm{L}=\cos l \text { and } \lambda=\mathrm{L}^{2}=\cos ^{2} l .
$$

Then

$$
\mathrm{L}^{\prime}=-\sin l \text { and } \lambda^{\prime}=2 \mathrm{~L}=2 \cos l
$$

$$
\therefore \frac{d \cos ^{2} l}{d l}=-2 \cos l \sin l=-\sin 2 l .
$$

Take two more examples : namely,

$$
\mathrm{L}=\sin l \text { and } \mathrm{L}=\cos l, \text { while } \lambda=\frac{1}{\mathrm{~L}}
$$

Then $\lambda^{\prime}=-\frac{1}{\widetilde{L^{2}}}$ in both cases, and

$$
\begin{aligned}
\mathrm{L}^{\prime} & =\cos l \text { in } 1^{\mathrm{stt}} \text { case } \\
& =-\sin l \text { in } 2^{\mathrm{nd}} \text { case. }
\end{aligned}
$$

[^14]Therefore, since $1 / \sin l=\operatorname{cosec} l$, and $1 / \cos l=\sec l$,

$$
\begin{aligned}
& \frac{d \operatorname{cosec} l}{d l}=-\frac{\cos l}{\sin ^{2} l} \\
& \text { and } \frac{d \sec l}{d l}=\frac{\sin l}{\cos ^{2} l} .
\end{aligned}
$$

86. Reciprocal of a Function.-The second and the last of these illustrations are special cases of the semi-special semi-general case-a very important one-

$$
\lambda=\frac{1}{L} .
$$

Here we obtain $\frac{d \lambda}{d l}=\lambda^{\prime} \mathrm{L}^{\prime}=-\frac{\mathrm{L}^{\prime}}{\mathrm{L}^{2}}$.
Dividing by $\lambda$, that is, multiplying by $L$, we obtain this in the more symmetrical form $\frac{1}{\lambda} \frac{d \lambda}{d l}=-\frac{\mathrm{L}^{\prime}}{\mathrm{L}}$.
87. Product of two Functions.-Retaining the notation of the last two articles, one particular function, to which we may apply the rule of $\S 84$, is the product $\lambda \mathrm{L}$. Thus

$$
\frac{d(\lambda \mathrm{~L})}{d l}=\frac{d(\lambda \mathrm{~L})}{d \mathrm{~L}} \cdot \frac{d \mathrm{~L}}{d l} .
$$

But by §80,

$$
\frac{d(\lambda \mathrm{~L})}{d \mathrm{~L}}=\lambda+\mathrm{L} \frac{d \lambda}{d \mathrm{~L}} .
$$

Multiplying by $\frac{d \mathrm{~L}}{d l}$, and observing that by $\S 84, \frac{d \lambda}{d \mathrm{~L}} \cdot \frac{d \mathrm{~L}}{d l}=\frac{d \lambda}{d l}$, there results

$$
\frac{d(\lambda \mathrm{~L})}{d l}=\lambda \frac{d \mathrm{~L}}{d l}+\mathrm{L} \frac{d \lambda}{d l}
$$

If X, 旬 and $x$ be used for the three mutually dependent variables, instead of the letters $\lambda, L$ and $l$; and if $X^{\prime}$ and $E^{\prime}$ be the $x$-gradients of X and $日$; then the above is written

$$
\frac{d}{d x}\left(\mathrm{X}_{\boldsymbol{\xi}}\right)=\mathrm{X}^{\prime} \boldsymbol{\mu}^{\prime}+\mathrm{X}^{\prime} \boldsymbol{E}_{1} .
$$

This extremely useful result may be easily proved directly by the
method of fig．17，drawing a curve with ordinates X and $\mathrm{E}_{\text {，and }}$ considering the increment of the rectangular area XE ．This incre－ ment is evidently

$$
\mathrm{X} . \delta \exists+\text { 定. } \delta \mathrm{X}
$$

and dividing this by $\delta x$ the above result is obtained．
Written as an integration this result is

$$
\begin{aligned}
& \int \mathrm{X} \boldsymbol{\xi}^{\prime} d x+\int \mathrm{X}^{\prime \prime} \mathrm{E} d x=\mathrm{X} \text { 妇 } \\
& \text { or } \int \mathrm{X}^{\prime}{ }^{\prime} d x=\mathrm{X} \text { 鸟 }-\int \mathrm{X}^{\prime} \mathrm{E} d x . \text { * }
\end{aligned}
$$

This latter form is the most fundamental and useful of the＂for－ mulas of transformation，＂and is usually referred to as＂Integration by Parts．＂By its help most of the＂formulas of reduction＂are obtained．

88．Product of any Number of Functions．－This result may at once be extended to the product of any number of different functions $\boldsymbol{E}$ ，${ }^{*}$ ，ete．etc．of $x$ ．The $x$－gradient of this product is the sum of a number of terms，each of which is the product of all but one of the factors multiplied by the $x$－gradient of that one factor omitted．The result may be written in more symmetrical form if each term be divided by the product of all the factors．Thus，call the whole product $\mathbf{X}$ ，or let

$$
\mathrm{X}=\Xi \cdot \boldsymbol{E} \cdot \underline{y} \text { etc., etc. }
$$

then

89．Reciprocal of Product of Two Functions．－The $x$－gradient of the reciprocal of the product of two functions $E$ and $\vec{t}$ of $x$ is found with equal ease．Call this reciprocal X and its $x$－gradient $\mathrm{X}^{\prime}$ ．Then

$$
\mathrm{x}=\frac{1}{\underline{E}} \cdot \frac{1}{\sqrt{x}}
$$

and by last paragraph，$\S 88$ and $\S 86$

$$
\begin{aligned}
& =-\frac{\Xi^{\prime}}{\underline{E}}-\frac{\vec{x}^{\prime \prime}}{\vec{y}} \text {. } \\
& \text { * See Classified List, I. } 8 .
\end{aligned}
$$

90. Reciprocal of Product of any Number of Functions.-The extension of this law to the reciprocal of the product of any number of functions is made by simply repeating the process of the last paragraph.
91. Ratio of Two Functions.-To find the $x$-gradient of the quotient of two functions of $x$, we combine the laws of $\S 87$ and §86. Thus, if

$$
X=\frac{E}{\vec{A}}=E \cdot \frac{1}{\vec{N}}
$$

then

It will be a useful exercise for the student to deduce this result directly by the method of fig. 18 and $\S 81$, making the co-ordinates to the curve 白 and $\frac{d \lambda}{d l}=\lambda^{\prime} L^{\prime}$.
92. Ratio of Product of any Number of Functions to Product of any Number of other Functions.-It is now apparent that all the results of $\S 886-91$, inclusive, may be combined into the following single more general formula :-if

$$
\mathrm{X}=\frac{\mathrm{L} M \mathrm{~N}, \text { etc., etc. }}{\mathrm{PQR}, \text { etc., etc. }}
$$

where $L, M, N, P, Q, R$, etc., are functions of $x$, and if $\mathbf{X}^{\prime}, L^{\prime}, P^{\prime}$, etc., be the $x$-gradients; then

$$
\frac{X^{\prime}}{\bar{X}}=\frac{L^{\prime}}{L^{\prime}}+\frac{M^{\prime}}{\mathbf{M}}+\frac{\mathbf{N}^{\prime}}{\mathbf{N}}+\text { etc., etc. }-\frac{\mathbf{P}^{\prime}}{\overline{\mathbf{P}}}-\frac{\mathbf{Q}^{\prime}}{\mathbf{Q}}-\frac{\mathbf{R}^{\prime}}{\mathbf{R}}-\text { etc., etc. }
$$

93. Theory of Resultant Error.-If the last formula be multiplied by $\delta x$, and if we call $\mathrm{X}^{\prime} \delta x \equiv \delta \mathrm{X}, \mathrm{L}^{\prime} \delta x \equiv \delta \mathrm{~L}, \mathrm{P}^{\prime} \delta x \equiv \delta \mathrm{P}$, etc.; all direct reference to $x$ disappears and the formula becomes

$$
\frac{\delta X}{\bar{X}}=\frac{\delta L}{L}+\frac{\delta M}{M}+\frac{\delta N}{\mathbf{N}}+\text { etc. etc. }-\frac{\delta P}{P}-\frac{\delta Q}{Q}-\frac{\delta R}{\mathbf{R}}-\text { etc., etc. }
$$

Now, if $L, M$, etc., represent measurements of physical quantities that bave been made in order to calculate from them the quotient X ; and if, by any means, it be known or estimated that the measurement of L has been subject to a small error $\delta L$, and tbat the measurement of M has been subject to a small error $\delta \mathrm{M}$, etc., etc.; then $\frac{\delta L}{L}$ is the ratio of error in the measurement of $L$, and $\frac{\delta M}{M}$ is
the ratio of error in the measurement of $M$, and similarly with the other factors; while $\frac{\delta X}{X}$ is the resulting ratio of error in the calculated quotient $X$.

The above proposition may then be expressed in the following words:-

The ratio of the product of a number of measured quantities to the product of another set of measured quantities is subject to a ratio of error, equal to the sum of the ratios of error in the individual multipliers reduced by the sum of the ratios of error in the individual divisors.

Attention must here be paid to the signs of the errors. Thus, if $\delta L$ is a negative error, then $\frac{\delta L}{L}$ is really a negative fraction. Similarly, if $\delta \mathrm{P}$ is a negative error, then $\left(-\frac{\delta \mathrm{P}}{\mathrm{P}}\right)$ is really a positive fraction.

Now, although there is often reason for supposing the suspected error to lie more probably in one direction than in the opposite, still errors being things which are avoided as far as possible (or convenient, or profitable), and, therefore, not consciously incurred, it is never known for certain whether any individual error be + or - . Thus, although divisors give by the formula ratios of error of opposite sign to those given by multipliers, it may happen that all the terms in $\frac{\delta X}{\bar{X}}$ are really of the same sign, and have, therefore, all to be arithmetically added to get the whole ratio of error. Thus, if we are considering what may be the maximum possible error in $X$, we must pay no attention to the difference between multipliers and divisors, but add all the ratios of error in all the factors (both multipliers and divisors) together independently of sign.

It need hardly be pointed out that this maximum possible error is greater than the probable error.
94. Exponential Function.-In fig. 20 is drawn a curve with horizontal ordinates called $l$, and vertical ordinates $b_{l}$. $l$ varies continuously. Here $l$ is essentially a number; not, of course, necessarily a whole number, since its variation is continuous. $b$ is a constant, and receives the name of the "base" of this curve. If $b$ were any physical quantity, then its different powers would have various physical "dimensions," and would mean physical quantities of different kinds. In fig. 20 we assume the various vertical ordinates as all of the same kind, and therefore $b$ cannot be a physical quantity, but must be a pure number. On this assump-
tion we find that $b^{1}$ is also a pure number. In this problem, therefore, both horizontal and vertical ordinates can be nothing but pure numbers.*

At the same time it must be noted that if $k$ be a physical constant quantity, either a unit or any other quantity, then $k b^{b}$ represents a varying physical quantity of the same kind.
95. Power Gradient of Exponential Function. -If $n$ be any fixed number, $b^{n}$ is also a fixed constant number. We may write

$$
b^{l}=b^{n} \cdot b^{(l-n)} .
$$

Here $b^{l}$ is the vertical height of the curve, fig. 20, at any horizontal distance $l$; while $b^{(l-n)}$ is the height of a point on the curve at the constant horizontal distance $n$ to the left of $l$.

Considering various $l$ 's and various pairs of points with ordinates $l$ and ( $l-n$ ), we perceive that the nature of this curve gives a constant proportion, $b^{n}$, between the heights of all pairs of points at the constant horizontal distance $n$ apart. A succession of points at the equal horizontal spacing $n$ have their heights advancing in geometrical series, the common ratio of which is $b^{n}$.

Taking the $l$-gradient, or slope, of the curve at $l$, and remembering that $b^{n}$ is a constant factor, we find

$$
\frac{d b^{2}}{d l}=b^{n} \cdot \frac{d b^{(l-n)}}{d l}
$$

This means that there is also the same constant proportion, $b^{n}$, between the gradients as between the heights at all pairs of points horizontally $n$ apart.

Dividing the height by the slope we obtain the subtangent, see § 38.

$$
\begin{gathered}
\text { Subtangent at } l=\text { say } \mathrm{T}=b^{l} \left\lvert\, \frac{d b^{l}}{d l} .\right. \\
\text { Subtangent at }(l-n)=\text { say } \mathrm{T}_{(l-n)}=b^{(l-n)} \left\lvert\, \frac{d b^{(l-n)}}{d l}\right.
\end{gathered}
$$

These two last expressions are equal, because the common factor $b^{n}$ cancels out in their ratio. Thus the two subtangents are equal in length ; see fig. 20.

Now the length of the subtangent at $l$ does not depend in any way upon the length $n$. For any one point $l$, we may take various lengths $n$, thus getting various points $(l-n)$, at all of which the subtangent equals that at the one point $l$. This means that at all points along the curve the subtangent has the same length.

[^15]Inverting the last equation,

$$
\frac{d b^{l}}{d l}=\frac{1}{\mathrm{~T}} \cdot b^{2}=\mathrm{Constant} \times b^{2},
$$

the constant being the reciprocal of the constant length of subtangent. The subtangent being a pure number, its reciprocal is also a pure number.
96. Natural, Decimal, and other Logarithms.-When $T=1$ (unity), and the above constant is therefore also unity, the base $b$ is designated by mathematicians by the letter $e$. It, $e$, is the base of the "natural" or "hyperbolic" or "Neperian" logarithms.

Each system of logarithms has a "base," which is a number and to which all other numbers are referred. Every number, whether whole or fractional, is represented as this "base," raised to a certain power. The power to which the base must be raised in order to produce each number is the logarithm of that number.

Thus, if $l^{l}$ be a number, and if $b$ be taken as the base of the system of logarithms, then $l$ is the log of the number $b^{l}$ to the base $b$.

In the "Common," or "Brigg's," or "Decimal " logarithms, the base is 10 ; every number being represented as 10 raised to one or other power.

The result of § 95 may be expressed thus:-In any system of logarithms the logarithm-gradient of the number bears a constant proportion to the number itself. The reciprocal of this constant proportion, or the subtangent in the graphic representation of fig. 20, is called the "modulus" of the system of logarithms.

The "natural" system of logs may be defined as that which gives the rate of increase of the number compared with its logarithm equal to the number itself ; or which makes the logarithmgradient of the number equal to the number itself; or, symbolically,

$$
\frac{d e^{l}}{d l}=e^{l}
$$

the constant for this base $e$ being unity. The base $e$ is calculated to be $2.71828-\ldots$. The modulus of this system is 1 .
97. Number Gradient of Logarithm. - If we call the number $\mathbf{N}$, then in fig. 20 the vertical height of the curve is $N$ and the horizontal ordinate is its logarithm. The curve is sometimes termed a logarithmic curve; sometimes an exponential curve. It takes different forms according to the logarithmic base $b$ used in drawing it out. In fig. 21 these variations of form are shown, the five curves having the bases

$$
b=2, e, 8,10, \text { and } 12 .
$$

All these curves come to the same height $\mathrm{N}=1$ at $l=0$. At $l=1$ the height of each is the base $b$. To the left of the vertical axis where $l$ is negative, the height $N$ is always less than unity, and decreases asymptotically to the horizontal axis towards zero height. Fig. 22 shows the extension of these same curves to high numbers with positive logarithms. The logarithm to the base $e$ of the number $N$ is written $\log _{e} N$. The logarithm to the base $b$ of N is written $\log _{b} \mathrm{~N}$. Thus the decimal $\log$ of N may be unambiguously written $\log _{10} \mathrm{~N}$.

The results of $\$ 95$ and 96 written in this notation, and taking the reciprocal or conjugate gradient from the vertical axis, instead of the $l$-gradient, are

$$
\frac{d \log \mathrm{~N}}{d \mathrm{~N}}=\frac{d l}{d \mathrm{~N}}=\frac{\mathrm{T}}{\mathrm{~N}},
$$

the constant $\mathbf{T}$ being the modulus of the system of logarithms; and

$$
\frac{d \log \mathrm{~N}}{d \mathrm{~N}}=\frac{d l}{d \mathrm{~N}}=\frac{1}{\mathrm{~N}}
$$

if natural logs are used in which the base is $e$ and the modulus unity.
98. Relation between Different Log "Systems."—Any base $b$ may be looked on as the base $e$ raised to a certain power, which we will call $\frac{1}{\mathrm{~T}}$. Thus

$$
b=e^{\frac{1}{\mathrm{~T}}} \text { and } e=b^{\mathrm{T}}
$$

Therefore, if

$$
\mathrm{N}=b^{l}=e^{\frac{l}{\mathrm{~T}}} ;
$$

also

$$
\log _{b} \mathrm{~N}=l=\mathrm{T} \log _{e} \mathrm{~N}=\log _{e} \mathrm{~N} . \log _{b} e .
$$

Thus there is a constant ratio $\mathrm{T}=\log _{b} e$ between the logarithms of numbers to the base $b$ to their logarithms in the "natural" system.

Taking the N -gradients of these last logs and remembering that $T$ is a constant,

$$
\frac{d \log _{b} \mathrm{~N}}{d \mathrm{~N}}=\mathrm{T} \frac{d \log _{e} \mathrm{~N}}{d \mathrm{~N}}=\frac{\mathrm{T}}{\mathrm{~N}}
$$

which shows that the $T$ of this paragraph means the same as the $T$ of the last, $\S 97$, or the subtangent of fig. 20.

Written as an integration result, this is

$$
\int \frac{d \mathrm{~N}}{\mathrm{~N}}=\frac{\log _{b} \mathrm{~N}}{\log _{b} e}=\log _{e} \mathrm{~N} .^{*}
$$

It is useful to notice that $a^{\log _{h} x}=x^{\log _{b} a}$, because taking logs on each side, we find $\log _{b} x . \log _{b} a=\log _{b} a \cdot \log _{b} x$.

It follows that $\int a^{\log _{b} x} d x=\frac{x^{1+\log _{b} a}}{1+\log _{b} a} \cdot \dagger$
99. Base of Natural Logs.-Although the calculation of $e$, or of the modulus T of any logarithmic system, is very laborious, there is no other difficulty about it beyond its tediousness. Thus to find the modulus of, say, the decimal system, an extremely small root of 10 has to be extracted. Thus the square root may be extracted, say, 100 times over. This will give $\left(\frac{1}{2}\right)^{100}$ th power of 10 , which is a number a very minute fraction over l. Now the decimal logarithm of this number is $\left(\frac{1}{2}\right)^{100}$, which is easy to calculate, and the logarithm of 1 is zero. The former is, therefore, the increment of the logarithm corresponding to the number increment from 1 to the $\left(\frac{1}{2}\right)^{100}$ th power of 10 . If the ratio of this logarithm increment to the number increment be multiplied by the number, which is here 1 , the product is the decimal log-modulus.

The laborious part of the operation is finding the $\left(\frac{1}{2}\right)^{100}$ th power of 10. Extracting only a higher root, the increments will be larger, and the calculation will not give so great accuracy. Thus, if the extraction of the square root be repeated only 10 times, the result of the calculation gives

$$
\mathrm{T}_{10}=0.434294116 \ddagger
$$

whereas by more minute calculation its true value to 9 decimal places has been found to be

$$
0 \cdot 434294482
$$

The error is only 0.000000366 .
100. Logarithmic Differentiation.-Taking again the function of $\S 92$, and taking logs, we have

$$
\log X=\log L+\log M+\text { etc. }-\log P-\text { etc. }
$$

* See Classified List, III. A. 3.
$\dagger$ See Classified List, IV. 7.
$\mp$ Calculated by Mr R. F. Muirhead from the value

$$
\frac{\log 10^{-10}-\log 10^{-2^{-10}}}{10^{2^{-10}}-10^{-2^{-10}}}=\frac{10^{2^{-10}}}{2^{9}\left(10^{2^{-9}}-1\right)}
$$

and differentiating with respect to $x$, we have by 84 and 98

$$
\mathrm{T} \frac{\mathrm{X}^{\prime}}{\overline{\mathrm{X}}}=\mathrm{T}\left\{\frac{\mathrm{~L}^{\prime}}{\mathrm{L}}+\frac{\mathrm{M}^{\prime}}{\mathrm{M}}+\text { etc. }-\frac{\mathrm{P}^{\prime}}{\mathrm{P}}-\text { etc. }\right\}
$$

which is the same result again as was found in $\$ 92$.
This method of differentiating products of functions is called " logarithmic differentiation."
101. Change of the Independent Variable.--The rule deduced in $\S 80$ was written

$$
\int \mathbf{X} d x=\mathbf{X} x-\int \mathbf{X}^{\prime} x d x
$$

Now $\mathrm{X}^{\prime} \delta x$ is the same as $\delta \mathbf{X}$; so that the integral on the right hand may be written $\int x d \mathbf{X}$. The equation becomes then

$$
\int \mathbf{X} d x=\mathbf{X} x-\int x d \mathbf{X}
$$

If $\int x d \mathbf{X}$ is easier to find than $\int \mathbf{X} d x$, this forms a method of facilitating the latter integration. Such a transformation is called a " change of the independent variable" or " substitution."

Fig. 23 is the graphic representation of this law. Taking the


Fig. 23.
integration between the points 1 and 2 of the curve $x \mathbf{X}$, the transformation is written

$$
\int \frac{x_{2}}{\mathrm{X}} d x=\left(\mathrm{X}_{2} x_{2}-\mathrm{X}_{1} x_{1}\right)-\int \begin{gathered}
\mathrm{X}_{2} \\
x_{1} \\
\mathrm{X}_{1} d \mathrm{X}
\end{gathered}
$$

In fig. 23 the sum of the two areas rafined over thus /IIII and |ill| is evidently ( $\mathrm{X}_{2} x_{2}-\mathrm{X}_{1} x_{1}$ ). The first of these areas, namely, that between the curve, the vertical axis, and the two horizontal lines at levels $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$, is $\int \begin{gathered}\mathrm{X}_{2} \\ x d \mathrm{X} \text {. The second, included } \\ \mathrm{X}_{1}\end{gathered}$ between the curve, the horizontal axis, and the two verticals at distances $x_{1}$ and $x_{2}$, is $\int_{x_{1}}^{x_{2}}$. Hence the above equation.

In fig. 23 the point 3 has a negative ordinate $x$, while its X ordinate is positive. A useful exercise for the student is to follow the variations of the proposition, taking the pair of points in each possible pair of quadrants of the full diagram.

## CHAPTER V.

## PARTICULAR LAWS.

102. Any Power of the Variable.-In § 99 the integral of $\frac{1}{x}$ was found to be $\log _{e} x$. This is the single exception to a general law giving the integral of any power of a variable, special examples of which have already been demonstrated in $\$ \$ 59,61,71,79$, and 85 , namely, the integrals of the $0^{\text {th }}, 1^{\mathrm{st}}, 2^{\mathrm{nd}},(-2)^{\text {nd }}, 5^{\text {th }}$, $(-4)^{\text {th }}, 8^{\text {th }}$, and $3^{\frac{1 \text { th }}{}}$ powers.
All these examples conform to the general law

$$
\int x^{n} d x=\frac{x^{n+1}}{n+1}+\mathrm{C}^{*}
$$

where $\mathbf{C}$ is the integration constant;

$$
\text { or } \frac{d x^{n+1}}{d x}=(n+1) x^{n} \text {. }
$$

103. Any Power of the Variable by Logarithms.-This result can be proved to be always true by logarithmic differentia-

[^16]tion as explained in § 100 ; thus, $n$ being any power, positive or negative, integer or fractional,
\[

$$
\begin{aligned}
\mathrm{X} & =x^{n} \\
\therefore \log \mathrm{X} & =n \log x \\
\therefore \frac{\mathrm{X}^{\prime}}{\mathrm{X}} & =\frac{n}{x} \\
\therefore \mathrm{X}^{\prime} & =n \frac{\mathrm{X}}{x}=n x^{n-1}
\end{aligned}
$$
\]

104. Diagram showing Integral of $x^{-1}$ to be no Real Ex-ception.-This formula is true for all powers of the variable, with the one exception of the integral of $\frac{1}{x}$ or $x^{-1}$, which is $\log _{e} x$.

It is often a puzzling question to students why there should be this one solitary exception to so general a law. Fig. 24 has been drawn to demonstrate graphically that it is only formally an exception; that it is in reality no exception at all. To compare this one apparent exception with other cases of the general law, the integrations must be taken between the same limits. It may be convenient to take the lower limit of $x$ equal to 1 because $\log 1=0$ and $[\log x]_{1}^{x}=\log x$. Taking the same lower limit for $\frac{1}{n} x^{n}$ we have $\frac{1}{n}\left[x^{n}\right]_{1}^{x}=\frac{x^{n}-1}{n}$ because $1^{n}=1$ whatever $n$ be.

In fig. 24 there are drawn to the scales shown, the curves $\frac{x^{n}-1}{n}$ for $n=2,1, \frac{1}{2}, \frac{1}{10},-\frac{1}{10},-\frac{1}{2},-1$, and -2 . There is also plotted to the same scales the curve $\log _{e} x$. It will be seen that the curves for $n=\frac{1}{10}$ and $n=-\frac{1}{10}$ lie very close together, and that the curve $\log _{e} x$ lies between them throughout its whole length. This shows that the logarithmic curve is simply one of the general set of curves illustrating the general law, and that it is no real exception to the general law. Its position between the curves for $n= \pm \frac{1}{10}$ shows that $\log _{e} x$ is simply the special name given to the value of the function $\frac{x^{n}-1}{u}$ when $n$ is an excessively minute fraction, or rather when $n$ is zero. Considering the variation of the curve in fig. 24 downwards from positive values of $n$ to negative values of $n$, it is clear that the curve must have some defnite position as $n$ passes through zero, a position lying between that for small positive values of $n$ and small negative values of $n$. This position is that
of the curve $\log _{e} x$. For $n=0$, the function $\frac{x^{n}-1}{n}$ takes the indeterminate form $\frac{x^{0}-1}{0}=\frac{1-1}{0}=\frac{0}{0}$, and its value has to be found by a special method, the result appearing in a special form. It should be noted that all the curves pass through the height 0 at the horizontal distance $x=1$, and that they have here one common tangent or gradient $=1$.
105. Any Power of Linear Function.-If $a, b$, and $n$ are constants, and

$$
\mathrm{X}=(a+b x)^{n}
$$

we have by $\S 84$ and last article,

$$
\mathrm{X}^{\prime}=\frac{d \mathrm{X}}{d(a+b x)} \times \frac{d(a+b x)}{d x}=n(a+b x)^{n-1} \times b=b n(a+b x)^{n-1} .
$$

Written inversely for integration, this is

$$
\int(a+b x)^{n} d x=\frac{1}{b(n+1)}(a+b x)^{n+1}+\mathrm{C}^{*}
$$

the constant C being introduced by the integration.
106. Reciprocal of any Power of Linear Function.-This last integration rule fails when $n=-1$.

In this case we find by $\$ 51$ and 98 ,

$$
\int(a+b x)^{-1} d x=\frac{1}{b} \log _{e}(a+b x)+\mathbf{C}=\frac{2 \cdot 3---}{\bar{b}} \log _{10}(a+b x)+\text { C. } \uparrow
$$

107. Ratio of Two Linear Functions.-The function $\frac{a x}{b+c x} \operatorname{can}$ be reduced so as to make it depend on the last case,

$$
\text { because } \frac{a x}{b+c x}=\frac{a}{c}-\frac{\frac{a b}{c}}{b+c x} .
$$

Therefore, by $\S 102$ and 106,

$$
\int \frac{a x}{b+c x} d x=\frac{a x}{c}-\frac{a b}{c^{2}} \log _{e}(b+c x)+\mathrm{C}
$$

108. Ratio of Two Linear Functions; general case.-Since the function

$$
\frac{\mathrm{A}+\mathrm{B} x}{a+b x}=\frac{\mathrm{A}}{a+b x}+\frac{\mathrm{B} x}{a+b},
$$

[^17]the integration of this function is performed by combining the results of $\S 106$ and 107.*
109. Quotient of Linear by Quadratic Function. - If $\mathrm{X}=a+b x^{2}$; then $\mathrm{X}^{\prime}=2 b x$ and $\frac{x}{a+b x^{2}}=\frac{1}{2 b} \frac{\mathrm{X}^{\prime}}{\mathrm{X}}$.

Now $\int \frac{\mathrm{X}^{\prime}}{\overline{\mathrm{X}}} d x=\int \frac{d \mathrm{X}}{\mathrm{X}}=\log _{e} \mathrm{X}$ by $\S 98 ;$
therefore

$$
\int \frac{x}{a+b x^{2}} d x=\frac{1}{2 b} \log _{e}\left(a+b x^{2}\right)+C
$$

where C is the integration constant.
Similarly if $\mathrm{X}=a+b x+c x^{2}$; then $\mathrm{X}^{\prime}=b+2 c x$, and, therefore, any function of the form

$$
\frac{\mathrm{A}+\mathrm{B} x}{a+b x+c x^{2}}
$$

can be readily integrated by splitting it into two terms as in § $107 . \dagger$
110. Indicator Diagrams.-An important case of the use of the law of $\$ 102$ and 105 is the integration of the work measured by an indicator diagram.

If at any stage of the expansion $p$ be the pressure and $v$ be the volume of the working substance, then as the volume increases by $d v$, the work done is $p d v$.

Taking the expansion law in the more general form of § 105 , or

$$
p=(a+b v)^{-n} ;
$$

then the work done during expansion from $p_{1}, v_{1}$ to $p_{2}, v_{2}$ is

$$
\begin{aligned}
& \text { Expansion work done } \mathrm{W}=\int_{1}^{2} p d v=\int_{1}^{2}(a+b v)^{-n} d v \\
& =\frac{1}{b(1-n)}\left[(a+b v)^{-n+1}\right]_{1}^{2} \\
& =\frac{1}{b(1-n)}[p(a+b v)]_{1}^{2}=\frac{1}{b(n-1)} p_{1}^{\frac{n-1}{n}}\left\{1-\left(\frac{p_{2}}{p_{1}}\right)^{\frac{n-1}{n}}\right\} .
\end{aligned}
$$

Here the index is always negative. If it is arithmetically greater than 1, the expansion curve makes $[p(a+b v)]_{1}^{2}$ negative. But at the same time the divisor $(1-n)$ is negative, so that the formula makes the work done positive. It is then better to reverse the limits and to use the positive divisor $(n-1)$.

[^18]If $a=0$, or $p=b v^{-n}$, as in most approximate formulas for expansion curves, the result simplifies, by cancelling out $b$ from numerator and divisor, to*

$$
\begin{aligned}
\mathrm{W} & =\frac{1}{n-1}[p v]_{2}^{1} \\
& =p_{1} v_{1} \frac{1-\frac{p_{2}}{p_{1}} \frac{v_{2}}{v_{1}}}{n-1} \\
& =p_{1} v_{1} \frac{1-\left(\frac{v_{1}}{v_{2}}\right)^{n-1}}{n-1} \\
& =p_{1} v_{1}-\frac{1-\left(\frac{p_{2}}{p_{1}}\right)^{\frac{n-1}{n}}}{n-1} \\
& =p_{2} v_{2} \frac{\left(\frac{v_{2}}{v_{1}}\right)^{n-1}-1}{n-1} \\
& =p_{2} v_{2} \frac{\left(\frac{p_{1}}{p_{2}}\right)^{\frac{n-1}{n}}-1}{n-1} .
\end{aligned}
$$

These formulas, which are all practically useful, give the work done during expansion in terms of the ratios between the initial and final volumes, and of the initial and final pressures; also in terms of the initial product $p v$ and of the final product $p v$. The latter formula is most useful in the case of air and gas compression pumps where the initial and known volume and pressure are $v_{2} p_{2}$.

The "admission " part of the indicator diagram has an area $p_{1} v_{1}$, and this has to be added to the above, giving the total work done

$$
\begin{aligned}
W_{t} & =p_{1} v_{1} \frac{n-\left(\frac{v_{1}}{v_{2}}\right)^{n-1}}{n-1} \\
& =p_{1} v_{1} \frac{n-\left(\frac{p_{2}}{p_{1}}\right)^{\frac{n-1}{n}}}{n-1} .
\end{aligned}
$$

These calculations do not take account of the back pressure deduction from the area of the card.

* The constant $b$ used here equals the $-n^{\text {th }}$ power of the $b$ used in the previous formula.

The " mean pressure" of this total area is the last value of W divided by $v_{2}$, or

$$
\frac{p_{m}}{p_{1}}=\left\{\frac{v_{1}}{v_{2}} \cdot \frac{n-\left(\frac{v_{1}}{v_{2}}\right)^{n-1}}{n-1}\right\} .
$$

From this the back pressure must be subtracted to obtain the "effective" mean pressure.

In the case of isothermal gas expansion, $n=1$ or $p v=b$, and the integration for work done during expansion is

$$
\mathrm{W}=b\left[\log _{e} v\right]_{1}^{2}=2 \cdot 3 p_{1} v_{1} \log _{10} \frac{v_{2}}{v_{1}}=2 \cdot 3 p_{1} v_{1} \log _{10} \frac{p_{1}}{p_{2}}
$$

and including the work during admission

$$
\mathrm{W}_{t}=p_{1} v_{1}\left\{1+2 \cdot 3 \log _{10} \frac{v_{2}}{v_{1}}\right\} .
$$

The ratio of mean to initial pressure is therefore

$$
\frac{p_{m}}{p_{1}}=\frac{v_{1}}{v_{2}}\left\{1+2 \cdot 3 \log _{10} \frac{v_{2}}{v_{1}}\right\}
$$

111. Graphic Construction for Indicator Diagrams.-In fig. 25 the upper curve is a common hyperbola or curve of reciprocals,


Fig. 25.
and is the gas isothermal. The lower is drawn to the formula $p=b v^{-1 \cdot 2}$. The product $p v$ is the same at all points of the upper curve, and, therefore, at all points equals $p_{1} v_{1}$. Therefore for the
point 2 on the lower curve, the horizontal strip of area rafined over equals ( $p_{1} v_{1}-p_{2} v_{2}$ ); and this divided by $n-1=2$, i.e., multiplied by 5 , equals the work done under the lower curve during the expansion from 1 to 2.

The mean pressure, including the admission period, therefore, equals 5 times the height of the strip rafined over plus the height to the upper edge of the same strip.

The gradient of the curve $p=b v^{-n}$ is negative, and equals $p^{\prime}=-n b v^{-n-1}=-n \frac{p}{v}$. Therefore $n=p^{\prime} \times \frac{v}{p}$ omitting the minus sign which only indicates that the forward slope is downwards. But if T be the subtangent, then $p^{\prime}=\frac{p}{\mathrm{~T}}$. Therefore we find $n=\frac{v}{\mathrm{~T}}$, and $\frac{1}{n-1}=\frac{\mathrm{T}}{v-\overline{\mathrm{T}}}$. Thus in investigating actual indicator cards taken from engines or compressing pumps, at each point of the expansion curve at which a fair tangent can be accurately drawn, the value of the index $n$ can be found by measuring the ratio of $v$ to T . Also in finding the mean pressure by adding to the height of the upper edge of the rafined strip of fig. 25 the depth of this strip divided by $(n-1)$, this division can be performed very easily by an evident graphic construction, since $\underset{n-1}{1}=\stackrel{T}{v-\mathrm{T}}$.

Conversely, in constructing theoretical indicator diagrams, when a few points of the curve have been calculated, it much assists in the fair drawing in of the curve to draw the tangents at these points, which can easily be done by setting off for each point $\mathbf{T}=\frac{v}{n}$.
If an oblique line be drawn at a tangent of inclination $n$ to the vertical axis (it is drawn dotted in fig. 25), then at each $v$ the height of this line will give the corresponding T. In fact, by this construction the whole curve may be accurately drawn out from point to point by drawing a connected chain of short tangents whose direction is at each point obtained in this way; the accuracy of the construction being very considerable if care be taken that each short tangent length shall stretch equally behind and in front of the point at which its direction is found by plotting T . By this construction the labour of logarithmic calculation of the heights of a series of points is rendered unnecessary.*
112. $\operatorname{Sin}^{-1} x$ and $\left(r^{2}-x^{2}\right)^{-1}$.-In $\S 74$ it was found that the anglegradient of a sine is the cosine, and that of the cosine minus the

[^19]sine. That is, if $a$ be the angle and $s$ its $\sin e$, or $\sin a=s$; then since $\cos ^{2} a=1-s^{2}$, we have
$$
\frac{d s}{d \alpha}=\left(1-s^{2}\right)^{\frac{3}{2}} .
$$

When the angle is measured by its sine it is symbolically expressed as $\sin ^{-1}{ }_{s \equiv}$ " the angle whose sine is $s$." Using this notation, and taking the reciprocal of the above; i.e., taking the cogradient or the "sine-gradient of the angle," we have

$$
\frac{d \sin ^{-1} s}{. d s}=\frac{1}{\left(1-s^{2}\right)^{\frac{1}{2}}} .
$$

From this we deduce the more general result

$$
\frac{d\left\{a \sin ^{-1} \frac{s}{r}\right\}}{d s}=\frac{a}{\left(r^{2}-s^{2}\right)^{\frac{3}{4}}}
$$

where $a$ and $r$ are constants.
The corresponding integrations are, when $x$ instead of $s$ is used to indicate the variable,

$$
\begin{aligned}
\int \frac{a d x}{\left(r^{2}-x^{2}\right)^{\frac{1}{2}}} & =a \sin ^{-1} \frac{x}{r}+\mathrm{C} \\
& =\mathrm{C}^{\prime}-a \cos ^{-1} \frac{\bar{r}}{r} . *
\end{aligned}
$$

The two angles having the same fraction for sine and cosine respectively are complementary; so that these two forms of the integral only differ in the integration constants $\left(\mathrm{C}^{\prime}-\mathrm{C}=\frac{\pi a}{2}\right)$ and in the sign of the variable parts.

The sine of an angle cannot be greater than +1 nor less than - 1. These integration formulæ would have, therefore, no meaning in cases in which $x>r$ or $x<-r$. These limits correspond with those within which $\left(r^{2}-x^{2}\right)^{\frac{1}{2}}$ remains real, because the square root of a negative quantity is "impossible " or "imaginary." If $\left(r^{2}-x^{2}\right)^{\frac{1}{2}}$ arises from any actual physical problem, such a problem can never throughout the whole actual range of $x$ make $x>r$.
113. $\left(1-x^{2}\right)^{\frac{1}{2}}$ integrated or Area of Circular Zone.-In §59 it was shown that the area of a sector of a circle equals $\frac{1}{2} r^{2} \alpha$. The

[^20]angle may be expressed in terms of its sine as in last article. If $s$ be the sine, we have
$$
\text { Sectorial area }=\frac{1}{2} r^{2} \sin ^{-1} g .
$$

In fig. 13 this is the area $\mathrm{N} a \mathrm{O}$; in which figure the length as measures $r s$ of the present article, and $a c=r \cos a=r \sqrt{1-s^{2}}$ of the present article. The triangular area $a \mathrm{O} c$, therefore, equals $\frac{1}{2} r^{2} s \sqrt{1-s^{2}}$. Add this to the above sectorial area; the sum is the area ONac. This area may be taken as made up of a large number of narrow strips parallel to ON, the height of each of which would be $r \cos a=r \sqrt{1-s^{2}}$, while the horizontal width would be r.ds. The area ONac is, therefore, the integral of this narrow strip of area from $\alpha=0$ to $a=\alpha$, which limits correspond to from $s=0$ to $s=s$. Thus

$$
\int r \sqrt{1-s^{2}} \cdot r d s=r^{2} \int \sqrt{1-s^{2}} d s=\frac{1}{2} r^{2} s \sqrt{1-s^{2}}+\frac{1}{2} r^{2} \sin ^{-1} s
$$

or

$$
\int\left(1-s^{2}\right)^{\frac{1}{d}} d s=\frac{s\left(1-s^{2}\right)^{\frac{1}{4}}+\sin ^{-1} s}{2} \cdot *
$$

Twice this is the area of a circular zone lying between a diameter and a parallel at the height $s$ from the diameter, the radius being assumed 1 in the last equation.

Here, again, $s$ cannot range outside the limits $\pm 1$.
114. $x\left(r^{2}-x^{2}\right)^{-\frac{1}{2}}$ integrated.-The function $x\left(r^{2}-x^{2}\right)^{-\frac{1}{2}}$ may be looked on as the sine divided by the cosine, i.e., the tangent of an angle, see fig. 13, while $d x$ is the increment of the sine. The increment of the sine multiplied by the tangent evidently equals the decrement of the cosine, and accordingly the integral is minus the cosine, or $-\left(r^{2}-x^{2}\right)^{1} . \dagger$
115. $\left(x^{2} \pm r^{2}\right)^{-\frac{1}{2}}$ integrated.-The function $\left(x^{2} \pm r^{2}\right)^{-\frac{1}{2}}$ is more difficult to deal with. Let X represent any function of $x$, and multiply and divide its reciprocal by ( $x+\mathrm{X}$ ); thus :-

$$
\begin{aligned}
\int \frac{d x}{\overline{\mathrm{X}}=\int \frac{1}{\mathrm{X}} \cdot \frac{x+\mathrm{X}}{x+\mathrm{X}} d x}= & =\int \frac{1+\frac{x}{\overline{\mathrm{X}}}}{x+\overline{\mathrm{X}}} d x \\
& =\mathrm{C}+\log _{e}(x+\mathrm{X}) \text { if } \mathrm{X}^{\prime}=\frac{x}{\mathrm{X}}
\end{aligned}
$$

The condition $\mathrm{X}^{\prime}=\frac{d \mathrm{X}}{d x}=\frac{x}{\mathrm{X}}$ gives $x d x=\mathrm{X} d \mathrm{X}$

* See Classified List, III. B. 9.
+ See Classified List, III. B. 7. Note also that, since $x=-\frac{1}{2} \frac{d}{d x}\left(r^{2}-x^{2}\right)$, therefore $x\left(r^{2}-x^{2}\right)^{-\frac{1}{2}}$ can be recognised directly, by $\$ 84$, to be the $x$-gradient of $-\left(r^{2}-x^{2}\right)^{b}$.
or integrating

$$
\left.x^{2}+k=\mathrm{X}^{2} \text { or } \mathrm{X}=\left(x^{2}+k\right)\right)^{\frac{1}{2}}
$$

where the integration constant $k$ may be either + or - . Writing $k= \pm r^{2}$, we have

$$
\int \frac{d x}{\left(x^{2} \pm r^{2}\right)^{\frac{1}{2}}}=\mathbf{C}+\log _{e}\left\{x+\left(x^{2} \pm r^{2}\right)^{\frac{1}{4}}\right\} .^{*}
$$

Here, if $k$ is negative, the differential is "imaginary" and cannot occur in any physical problem except for values of $x$ greater than $\sqrt{-k}$.
116. $x^{-1}\left(r^{2}-x^{2}\right)^{-\frac{1}{2}}$ integrated.-The integral of $x^{-1}\left(r^{2}-x^{2}\right)^{-\frac{1}{2}}$ is found most easily by substituting $\frac{1}{X}$ for $x$. Thus

$$
\mathbf{X}=\frac{1}{x} ; \mathrm{X}^{\prime}=-\frac{1}{x^{2}}=-\mathbf{X}^{2} ; \frac{d x}{x^{2}}=-d \mathbf{X}
$$

Therefore

$$
\begin{aligned}
\int \frac{d x}{x\left(r^{2}-x^{2}\right)^{\frac{1}{2}}} & =\frac{1}{r} \int \frac{d x}{x^{2}\left(\frac{1}{x^{2}}-\frac{1}{r^{2}}\right)^{\frac{1}{2}}}=-\frac{1}{r} \int \frac{d \mathrm{X}}{\left(\mathrm{X}^{2}-\frac{1}{r^{2}}\right)^{\frac{1}{2}}} \\
& =\mathrm{C}^{\prime}-\frac{1}{r} \log _{e}\left\{\mathrm{X}+\left(\mathrm{X}^{2}-\frac{1}{r^{2}}\right)^{\frac{1}{2}}\right\} \text { by } \S 115 \\
& =\mathrm{C}-\frac{1}{r} \log _{e} \frac{r+\left(r^{2}-x^{2}\right)^{\frac{1}{3}}}{r x} \cdot \dagger
\end{aligned}
$$

117. $\log x$ integrated.-The integral of the logarithm of a variable number $N$ is found by help of the formula of reduction in § 80 and by $\S 98$, thus :-

$$
\begin{aligned}
\int \log _{b} N d N & =N \log _{b} N-\log _{b} e \int \frac{N}{N} d N+C \\
& =N\left\{\log _{b} N-\log _{b} e\right\}+\mathbf{C}
\end{aligned}
$$

$\log _{b} e$ is the "modulus" of the system of logarithms whose base is $b$, and for the decimal system is 0.4343 nearly. Therefore,

$$
\int \log _{10} N d N=N\left\{\log _{10} N-\cdot 4343\right\}+C . \ddagger
$$

* See Classified List, III. B. 6, 3, and 4.
$\dagger$ See Classified List, III. B. 13 and 10.
$\ddagger$ See Classified List, IV. 4.

118. Moment and Centre of Area of Circular Zone.-With the notation already used, we saw in § 113 that a narrow strip of the area of a semicircle is $2 r^{2}\left(1-s^{2}\right)^{\frac{1}{2}} d s$. The distance of this strip from the diameter from which the angle and its sine are measured is $r s$, and the product of the area by this distance is the moment of the strip-area round this diameter. This is $2 r^{3} s\left(1-s^{2}\right)^{\frac{1}{2}} d s$, in which $r$ is a constant while $s$ varies. Since $s=-\frac{1}{2} \frac{d\left(1-s^{2}\right)}{d s}$, the integral moment of all the strips for a zone between the diameter and a parallel $r$ s away from it is easy to find. Calling $\left(1-s^{2}\right)$ by letter S , we find

$$
\begin{aligned}
\text { Integral moment } & =2 r^{3} \int s\left(1-s^{2}\right)^{t} d s \\
& =-r^{3} \int \mathrm{~S} t d \mathrm{~S} \\
& =-\frac{2}{3} r^{3} \mathrm{~S}^{\frac{3}{2}} \\
& =\frac{2}{3} r^{3}\left\{1-\left(1-s^{2}\right)^{\frac{3}{2}}\right\}
\end{aligned}
$$

when taken from lower limit $s=0$ or $S=1$.
From this is deduced by dividing by the area of the zone;
Distance of centre of area of zone from diameter

$$
=\frac{2}{3} r \cdot \frac{1-\left(1-s^{2}\right)^{\frac{3}{2}}}{s\left(1-s^{2}\right)^{\frac{1}{2}}+\sin ^{-1} s} .
$$

For the whole half circle, $\sin ^{-1} s$ becomes a right angle or $\frac{\pi}{2}$; while $s=1$ and $\left(1-s^{2}\right)=0$. Therefore the centre of area of a semicircle is distant from the centre of the circle by

$$
\frac{2}{3} r \cdot \frac{1}{\frac{\pi}{2}}=\frac{4}{3 \pi} r=\cdot 4244 r .
$$

The moment of the whole semicircular area round the diameter is $\frac{2}{3} r^{\prime 3}$.

The integration performed here is a geometrical illustration or proof of the general integral of $x\left(1-x^{2}\right)^{\frac{3}{3}}$. ${ }^{*}$
119. $\left(r^{2}+x^{2}\right)^{-1}$ integrated.-In $\S 78$ it was found that the angle-gradient of the tangent equals the square of the reciprocal of the cosine. Remembering that

$$
\cos ^{2} \alpha=\frac{1}{1+\tan ^{2} \alpha}
$$

[^21]we find
$$
d a=\frac{d \tan a}{1+\tan ^{2} \alpha} .
$$

Call $\tan \alpha \equiv t$, and therefore $a=\tan ^{-1} t$; we then obtain the integration

$$
\int \frac{d t}{1+t^{2}}=\int d a=a=\tan ^{-1} t+\mathrm{C} . *
$$

Here $t$ is essentially a number or pure ratio, and it may vary from $-\infty$ to $+\infty$. If, in order to make the formula of more general application, we introduce a constant $r^{2}$ as follows, then $t$ may be any + or - physical quantity, but $t$ and $r$ must be of the same kind. Then, since

$$
\begin{gathered}
\frac{d\left(\frac{t}{r}\right)}{d t}=\frac{1}{r} \\
\int \frac{d t}{r^{2}+t^{2}}=\frac{1}{r} \tan -\frac{\mathrm{I} t}{r}+\mathrm{C} . \dagger
\end{gathered}
$$

120. $\left(r^{2}-x^{2}\right)^{-1}$ integrated.-Since $\left(r^{2}-x^{2}\right)=(r+x)(r-x)$, we find easily

$$
\frac{1}{r^{2}-x^{2}}=\frac{1}{2 r}\left(\frac{1}{r+x}+\frac{1}{r-x}\right)
$$

and therefore this function can be integrated by help of $\S 106 . \ddagger$
121. Hyperbolic Functions and their Integrals.-The functions $\frac{1}{2}\left(e^{x}+e^{-x}\right)$ and $\frac{1}{2}\left(e^{x}-e^{-x}\right)$ enter largely into the geometry of the hyperbola and of the catenary, as well as into the investigation of several important stress and kinetic problems. From the origin of their utilisation by mathematicians they are called hyperbolic functions, and from certain useful analogies between the geometry of the hyperbola and that of the circle, the names $\sinh x$ and $\cosh x$ are applied to them. $\S$ In $\S 96$ we have already found the $x$-gradient of $e^{x}$. Using it, we obtain

$$
\frac{d \sinh x}{d x}=\frac{d}{d x}\left\{\frac{1}{2}\left(e^{x}+e^{-x}\right)\right\}=\frac{1}{2}\left(e^{x}-e^{-x}\right)=\cosh x
$$

and

$$
\frac{d \cosh x}{d x}=\frac{1}{2}\left(e^{x}+e^{-x}\right)=\sinh x .
$$

[^22]Written as for integration these results are

$$
\int \cosh x d x=\sinh x
$$

and

$$
\int \sinh x d x=\cosh x
$$

The integrals of other hyperbolic functions are equally easy to find, and are tabulated in Section V. of the Classified Reference List at the end of this book.

## CHAPTER VI.

## TRANSFORMATIONS AND REDUCTIONS.

122. Change of Derivative Variable.-From the fundamental idea of $\mathrm{X}^{\prime}$, the $x$-gradient of the function X , as explained in § 35, we have in equations between increments or between integrals

$$
d \mathrm{X}=\mathrm{X}^{\prime} d x
$$

or

$$
d x=\frac{d \mathrm{X}}{\overline{\mathrm{X}}^{\prime}}
$$

Now, it may be easier to find $\int \frac{\mathrm{X}}{\overline{\mathrm{X}}^{\prime}} d \mathrm{X}$ than to find $\int \mathrm{X} d x$, and it amounts to the same thing. The former integration may he easier if $\mathrm{X}^{\prime}$ he capable of convenient expression in terms of X . This transformation has been frequently employed already, as, for instance, in $\S 119,118,116$, etc., etc.

More generally, if $f(\mathbf{X})$ be any function of $\mathbf{X}$ when $\mathbf{X}$ itself is a function of $x$, it may facilitate the integration to substitute

$$
\int \frac{f(\mathrm{X})}{\mathrm{X}^{\prime}} d \mathrm{X} \text { for } \int f(\mathrm{X}) d x
$$

provided either that $\mathrm{X}^{\prime}$ cancels out of the expression $\frac{f(\mathrm{X})}{\overline{\mathrm{X}}^{\prime}}$ or else that $X^{\prime}$ is expressible in terms of $X$.
123. Substitution to clear of Roots.-A selection of such transformations is given in Section II. G of the Classified List, under the title of Substitutions, page 169.

Thus in II. G. 4 we get rid of roots by taking

$$
\mathbf{X}=(a+b x)^{\frac{1}{p}} . \therefore x=\frac{\mathrm{X}^{p}-a}{b} \therefore x^{m}=\frac{1}{b^{m}}\left(\mathrm{X}^{p}-a\right)^{m}
$$

and

$$
\frac{\mathbf{1}}{\mathbf{X}^{\prime}}=\frac{d x}{d \mathbf{X}}=\frac{p}{b} \mathbf{X}^{p-1}
$$

Therefore

$$
\begin{aligned}
\int \frac{x^{m}}{(a+b x)^{q / p}} & =\frac{p}{b^{m+1}} \int \frac{\left(\mathrm{X}^{p}-a\right)^{m}}{\mathrm{X}^{q}} \cdot \mathrm{X}^{p-1} d \mathrm{X} \\
& =\frac{p}{b^{m+1}} \int\left(\mathrm{X}^{p}-a\right)^{m} \mathrm{X}^{p-q-1} d \mathrm{X} ;
\end{aligned}
$$

a form which is dealt with later on in $\S 125$; but which can be integrated directly if $m$ be an integer by expanding ( $\left.X^{p}-a\right)^{m}$ by the binomial theorem.
124. Quadratic Substitution.-Again, in II. G. 5, the function $f\left(a x^{2}+b x+c\right)$ is transformed so as to get rid of the second term involving the first power of the variable. The proper substitution may be arrived at thus: put

$$
\mathrm{X}=x+\xi \quad \mathrm{X}^{\prime}=1 \quad x=\mathrm{X}-\xi .
$$

Then

$$
a x^{2}+b x+c=a \mathrm{X}^{2}-2 a \xi \mathrm{X}+a \xi^{2}+b \mathrm{X}-b \xi+c
$$

The two terms in the first power of X cancel if $\xi$ be taken $\frac{b}{2 a}$, and then the remaining three terms not involving $X$ become

$$
\begin{aligned}
a \xi^{2}-b \xi+c=\frac{b^{2}}{4 a}-\frac{b^{2}}{2 a}+c & =\frac{4 a c-b^{2}}{4 a} \\
& =\text { say } a k \text { where } k=\frac{4 a c-b^{2}}{4 a^{2}}
\end{aligned}
$$

We have then the transformation

$$
\begin{gathered}
\int f\left(a x^{2}+b x+c\right) d x=a \int f\left(\mathrm{X}^{2}+k\right) d \mathrm{X} \\
\text { with } \mathrm{X}=x+\frac{b}{2 a} \text { and } k=\frac{4 a c-b^{2}}{4 a^{2}}
\end{gathered}
$$

This transformation is used largely in dealing with quadratic surds. ${ }^{*}$
125. Algebraico-Trigonometric Substitution.-If in this last * See Classified List, III. B. 13, 14, 15, and 18.
expression $k$ be positive so that its square root can be extracted, i.e., if $4 a c>b$ with $a$ and $c$ both positive; then the above integration of, say, $\left(x^{2}+k\right)$ may be thrown into a trigonometrical form by help of the substitution

$$
\mathrm{X}=\tan ^{-1} \frac{x}{k^{\frac{1}{2}}}, \text { or } x=k^{\frac{1}{2}} \tan \mathrm{X} \text { and } \frac{1}{\mathrm{X}^{\prime}}=\frac{k^{\frac{1}{2}}}{\cos ^{2} \mathrm{X}} .
$$

In these terms

$$
x^{2}+k=k \tan ^{2} \mathrm{X}+k=\frac{k}{\cos ^{2} \mathrm{X}}
$$

and therefore

$$
\int f\left(x^{2}+k\right) d x=k^{\frac{1}{2}} \int \frac{1}{\cos ^{2} \overline{\mathrm{X}}} f\left(\frac{k}{\cos ^{2} \overline{\mathrm{X}}}\right) d \mathrm{X} . *
$$

Other similar conversions of algebraic into trigonometrical integrations are detailed in the II. G. Section of the Classified List.
126. Interchange of Two Functions.-In § 87 was established the transformation
a special simple case of which, already stated in § 80, is $\Xi^{\prime}=1$ and $\Xi=x$, or

$$
\int \mathrm{X} d x=\mathrm{X} x-\int \mathrm{X}^{\prime} x d x=\mathrm{X} x-\int x d \mathrm{X} .
$$

This general formula may be useful when the function to be integrated, viz. (X'负'), is not as a whole directly integrable, but is, however, capable of being split into two factors, one of which ( ${ }^{\prime}$ ') has its integral (鳥) directly recognisable.
127. Interchange of any number of Functions.-The operation may be extended to the integration of the product of any number of functions of $x$ according to the result of $\S 88$; but with the multiplication of the number of functions to be dealt with, there is an increase in the complexity of the conditions under which the formula may be useful, and, therefore, a decrease of the probability or frequency of such usefulness.

Transformations, according to this rule, are called Integration by Parts.
128. General Reduction in terms of Second Differential Coefficient.-If $f(\mathrm{X})$ be any function of X , and $f^{\prime}(\mathrm{X})$ its X-gradient ; then, $\mathrm{X}^{\prime}$ being the $x$-gradient of X ,

$$
\begin{aligned}
& \frac{d f(\mathrm{X})}{d x}=\mathrm{X}^{\prime} f^{\prime}(\mathrm{X}) \text { by } \S 84 . \\
& * \text { See Classified List, II. G. } 7 .
\end{aligned}
$$

Also

$$
\frac{d \overline{\overline{\mathrm{X}}^{\prime}}}{d x}=-\frac{1}{\left(\mathrm{X}^{\prime}\right)^{2}} \frac{d \mathrm{X}^{\prime}}{d x}
$$

Here $\frac{d \mathbf{X}^{\prime}}{d x}$ is the $x$-gradient of $\mathrm{X}^{\prime}$, and is called the "second differential coefficient of X with respect to $x$," or, more simply, the "second $x$-gradient of X ." It is concisely written X ". Using this notation ( $\mathrm{X}^{\prime \prime}$ ) and applying § 126 we have

$$
\int f^{\prime}(\mathbf{X}) d x=\frac{f(\mathbf{X})}{\mathbf{X}^{\prime}}+\int \frac{f(\mathbf{X})}{\left(\mathbf{X}^{\prime}\right)^{2}} \cdot \mathbf{X}^{\prime \prime} d x
$$

Here the given function is $f^{\prime}(\mathrm{X})$, and the supposition is that it is directly integrable with respect to X , but not so with respect to $x$. On this supposition the transformation will be of use if it is found that $\frac{f(\mathrm{X})}{\left(\mathrm{X}^{\prime}\right)^{2}} \mathrm{X}^{\prime \prime}$ is directly, or more easily, integrable with respect to $x$.
129. General Reduction for $\mathrm{X}^{r}$.—If $f^{\prime}(\mathrm{X})=\mathrm{X}^{r}$, then $f(\mathrm{X})=$ $\frac{\mathrm{X}^{r+1}}{r+1}$; so that in this case the above formula would be

$$
\int \mathbf{X}^{r} d x=\frac{\mathbf{X}^{r+1}}{(r+1) \mathbf{X}^{\prime}}+\frac{1}{r+1} \int \mathbf{X}^{r+1} \cdot \frac{\mathbf{X}^{\prime \prime}}{\left(\mathbf{X}^{\prime}\right)^{2}} d x
$$

In some cases this form may be preferable to $\int \frac{\mathrm{X}^{r}}{\overline{\mathrm{X}}^{\prime}} d \mathrm{X}$, which would be given by § 122.
130. General Reduction of $x^{m} \mathrm{X}^{r}$. -If in $\S 126$ one of the two functions whose product is to be integrated be $x^{m}$ and the other $\mathrm{X}^{r}$, where $m$ and $r$ are any constant indices, the transformation gives

$$
\int x^{m} \mathbf{X}^{r} d x=\frac{x^{m+1} \mathbf{X}^{r}}{m+1}-\frac{r}{m+1} \int x^{m+1} \mathbf{X}^{r-1} \mathbf{X}^{\prime} d x
$$

If this latter quantity be not directly integrable, it may still be capable of being further reduced by the application of other formulas of transformation already explained, so as to finally reduce it to a directly integrable form.

Such a formula is the base of certain Formulas of Reduction.
131. Conditions of Utility of Same.-The last formula given is capable of repeated application, provided that $X^{\prime}$ is proportional either to some power of $x$ or to some power of X , the right-hand
integral then reducing to the same general form as the left-hand one. In either case, or again in the case $x \mathrm{X}^{\prime}=a+b \mathrm{X}$, it is not difficult to prove that $X$ must be of the form

$$
\mathrm{X}=a+b x^{n}
$$

If $r$ be a positive integer, then $\mathrm{X}^{r}$ can be expanded into a finite series of powers of $x$, which when multiplied by $x^{m}$ will give another series of powers of $x$, each term of which can be integrated separately; so that in this case no need of the above reduction formula will arise; although in some cases its use may shorten the work involved. But the formula is useful for repeated reductions if $r$ is negative or fractional.

Various cases of such uses are given in Section IX. of the Classified Reference List at the end.
132. Reduction of $x^{m}\left(a+b x^{n}\right)^{r}$.

$$
\text { If } \begin{aligned}
\mathrm{X} & =a+b x^{n}, \text { then } \\
\mathrm{X}^{\prime} & =n b x^{n-1}=\frac{n}{x}\left(\mathrm{X}^{\prime}-a\right)
\end{aligned}
$$

and $\S 130$ gives

$$
\begin{aligned}
& \int x^{m} \mathrm{X}^{r} d x=\frac{x^{m+1} \mathrm{X}^{r}}{m+1}-\frac{r n}{m+1} \int x^{m} \mathrm{X}^{r-1}(\mathrm{X}-a) d x \\
& =\frac{x^{m+1} \mathrm{X}^{r}}{m+1}-\frac{r n}{m+1} \int x^{m} \mathrm{X}^{r} d x+\frac{r n a}{m+1} \int x^{m} \mathrm{X}^{r-1} d x
\end{aligned}
$$

Here we have $\int x^{m} \mathrm{X}^{r} d x$ on each side. Bringing these two terms to one side, and dividing out by the sum of their numerical factors, viz. $\left(1+\frac{r n}{m+1}\right)=\frac{m+1+r n}{m+1}$; we find

$$
\int x^{m} \mathbf{X}^{r} d x=\frac{x^{m+1} \mathbf{X}^{r}}{m+1+r n}+\frac{r n a}{m+1+r n} \int x^{m} \mathbf{X}^{r-1} d x ;^{*}
$$

a formula of reduction by which in the integration the power of $X$ is reduced by 1 , while that of $x$ is left unchanged. The reduction of the power of X is compensated for by the multiplication (outside the sign of integration) by the factor $a$, which has the same "dimensions" as X.

I'his formula can be used inversely to pass from $x^{m} X^{r-1}$ to $x^{m} \mathrm{X}^{r}$, that is, to increase the power of X by 1 without changing that of $x$.

[^23]If the other form of $\mathrm{X}^{\prime}$, namely, $n b x^{n-1}$, be used in this transformation, there results

$$
\int x^{n} \mathrm{X}^{r} d x=\frac{x^{m+1} \mathrm{X}^{r}}{m+1}-\frac{m b}{m+1} \int x^{m+n} \mathrm{X}^{r-1} d x ;
$$

a formula of reduction by which, while the power of X is decreased by 1 , that of $x$ is increased by $n$.

By the previous formula $\int x^{m+n} \mathrm{X}^{r-1} d x$ may be converted into a quantity in terms of $\int x^{m+n} \mathrm{X}^{r} d x$, and thus $\int x^{m} \mathrm{X}^{r}$ reduced to an integral in which the power of $x$ is raised by $n$, while that of X is left unaltered.

By similar transformations one can ring the changes among the integrals of the following set of nine functions, any one of which can be reduced to any other.

| $x^{m} \mathrm{X}^{r+1}$ | $x^{m+n} \mathrm{X}^{r+1}$ | $x^{m-n} \mathrm{X}^{r+1}$ |
| :--- | :--- | :--- |
| $x^{m} \mathrm{X}^{r}$ | $x^{m+n} \mathrm{X}^{r}$ | $x^{m-n} \mathrm{X}^{r}$ |
| $x^{m} \mathrm{X}^{r-1}$ | $x^{m+n} \mathrm{X}^{r-1}$ | $x^{m-n} \mathrm{X}^{r-1}$ |

The complete set of reduction formulæ for this purpose are given in Section IX. of the Classified Reference List at the end.
133. Reduction of $r^{\text {th }}$ Power of Series of any Powers of $x$.Similarly if

$$
\mathrm{X}=a x^{\alpha}+b x^{\beta}+g x^{\gamma}+k ;
$$

then $\S 130$ gives

$$
\int x^{m} \mathrm{X}^{r} d x=\frac{x^{m+1} \mathrm{X}^{r}}{m+1}-\frac{r}{m+1} \int x^{m}\left(\alpha \alpha x^{\alpha}+\beta b x^{\beta}+\gamma g x^{\gamma}\right) \mathrm{X}^{r-1} d x .
$$

The last integral may be taken in terms each of the form $\int x^{p} \mathrm{X}^{r-1} d x$, and on account of the reduction from $r$ to $(r-1)$ in the index of $X$, these may be more amenable to simple integration than the original $\int x^{m} \mathrm{X}^{r} d x$.

Evidently this formula applies to the sum of any number of terms in different powers of $x$.
134. Special Case.-If in the last article one index $=0$ and another $=1$, we have

$$
\mathrm{X}=a+b x^{n}+c x
$$

in which case a simple reduction, like that of § 132, will show that

$$
\int x^{m} \mathrm{X}^{r} d x=\frac{x^{m+1} \mathrm{X}^{r}}{m+1+n r}+\frac{r .}{m+1+n r} \int x^{m}\{(n-1) c x+n a\} \mathrm{X}^{r-1} d x
$$

135. Trigonometrical Reductions.-If in the general formula of § 126 the product $\mathrm{X} \exists^{\prime}$ be equal to $\sin ^{n} x$, then we may split this into the two factors $\sin x$ and $\sin ^{n-1} x$, thus:-

$$
\begin{array}{rlrl}
\mathrm{X} & =\sin ^{n-1} x & \mathrm{X}^{\prime}=(n-1) \sin ^{n-2} x \cos x \\
A^{\prime} & =\sin x & \quad \mathrm{~B}=-\cos x \\
\mathrm{X}^{\prime} E^{\prime} & =-(n-1) \sin ^{n-2} x \cos ^{2} x=-(n-1) \sin ^{n-2} x(1-\sin 2 x) \\
& =(n-1) \sin ^{n} x-(n-1) \sin ^{n-2} x .
\end{array}
$$

Therefore

$$
\begin{gathered}
\int \sin ^{n} x d x=-\sin ^{n-1} x \cos x-(n-1) \int \sin ^{n} x d x+\left(n-1 \int \sin ^{n-2} d x\right. \\
=-\frac{\sin ^{n-1} x \cos x}{n}+\frac{n-1}{n} \int \sin ^{n-2} d x^{*}
\end{gathered}
$$

by adding together on the left-hand side the two terms in $\int \sin ^{n} x d x$ and dividing by the sum of their coefficients, namely, $1+(n-1)=n$.
136. Trigonometrical Reductions.-Since by $\S 78$ the anglegradient of the tangent is the reciprocal of the square of the cosine, and since $d x=\frac{d \mathrm{X}}{\mathrm{X}^{\prime}}$, we have

$$
d x=\cos ^{2} x d(\tan x)=\left(1-\sin ^{2} x\right) d(\tan x)
$$

and, therefore,

$$
\int \tan ^{n-2} x d x=\int \tan ^{n-2} x\left(1-\sin ^{2} x\right) d(\tan x)=\frac{\tan ^{n-1} x}{n-1}-\int \tan ^{n} x d x
$$

Or, rearranging,

$$
\int \tan ^{n} x d x=\frac{\tan ^{n-1} x}{n-1}-\int \tan ^{n-2} x d x
$$

By either the process adopted in this article or that of last article, the various trigonometrical formulæ of reduction are established which are set forth in order in Section IX. B. 1 to 9 of the Classified Reference List at the end of this book. In each case the reduction changes the index by 2 , which change results from the substitution $\sin ^{2} x=1-\cos ^{2} x$.

[^24]If $n$ the index to be reduced be an even integer, a repetition of the reduction will finally bring down the integral to the form $\int d x$, whose integral is $x$. If $n$ be odd, the finally reduced integral will be either $\int \sin x d x$ or $\int \cos x d x$ or $\int \tan x d x$, etc., etc., all of which have already been demonstrated.
137. Trigonometrico-Algebraic Substitution. - If in these trigonometrical reductions $n$ is fractional, then since $d x=\frac{d \mathrm{X}}{\overline{\mathrm{X}}^{\prime}}$ and $\frac{d \sin x}{d x}=\cos x$, etc., etc., we may convert the formula into that of § 132 and IX. A. 1 of the Classified List, thus :-

$$
\begin{aligned}
\int \sin ^{n} x d x & =\int \frac{\sin ^{n} x}{\cos x} d(\sin x)=\int \frac{\sin ^{n} x}{\left(1-\sin ^{2} x\right)^{\frac{1}{2}}} d(\sin x) \\
& =\int \mathrm{X}^{n}\left(1-\mathrm{X}^{2}\right)^{-\frac{1}{2}} d \mathrm{X}
\end{aligned}
$$

in which X stands for $\sin x$.
Similarly

$$
\begin{aligned}
\int \sin ^{n} x \cos ^{m} x d x & =\int \frac{\sin ^{n} x\left(1-\sin ^{2} x\right)^{\frac{m}{1}}}{\left(1-\sin ^{2} x\right)^{+}} \cdot d(\sin x) \\
& =\int \mathrm{X}^{n}\left(1-\mathrm{X}^{2}\right)^{\frac{m-1}{2}} d \mathrm{X} .
\end{aligned}
$$

138. Composite Trigonometrical Reduction.-From the elementary formula for the sine and cosine of the sum of two angles, in terms of the sines and cosines of these angles, we may write: Since $p=(p-1)+1$

$$
\begin{aligned}
& \sin p x=\sin (p-1) x \cdot \cos x+\cos (p-1) x \sin x . \\
& \cos p x=\cos (p-1) x \cdot \cos x-\sin (p-1) x \cdot \sin x .
\end{aligned}
$$

Therefore integrals of $\left(\sin ^{ \pm^{n} x} \cdot \sin p x\right)$, and $\left(\sin ^{ \pm^{n} x} \cdot \cos p x\right)$, and ( $\cos ^{ \pm n} x \cdot \sin p x$ ) and ( $\cos ^{ \pm n} x \cdot \cos p x$ ) may, by repeated application of the above formulm, be reduced to series of integrals of the form ( $\sin \pm^{n} x \cos ^{m \pm} x$ ), provided $p$ be an integer. For these latter forms, see Classified Reference List, IX. B. 5-8.

## CHAPTER VII.

SUCCESSIVE DIFFERENTIATION AND MULTIPLE INTEGRATION.
139. The Second $x$-Gradient.-In fig. 6 we have the area underneath the curve measured between two vertical ordinates called $X$, and the $x$-gradient of X , or $\mathrm{X}^{\prime}$, is the vertical ordinate to the curve. The slope of this curve at any point is thus the $x$-gradient of ' X ', or the $x$-gradient of the $x$-gradient of X . This is called the "Second Differential Coefficient of X with respect to $x$," or the "Second $x$-gradient of X." It is written either

$$
\frac{d^{2} \mathrm{X}}{d x^{2}} \text { or } \mathrm{X}^{\prime \prime}
$$

In fig. 5 the vertical ordinate is $X$, and the gradient of the curve is therefore $\mathrm{X}^{\prime}$. Therefore, in this graphic representation the second $x$-gradient of X is the rate at which the gradient of the curve changes with advance along the $x$-axis. If the gradient of the curve increases with $x$, the diagram line curves upwards and $\mathrm{X}^{\prime \prime}$ is positive; if the gradient decreases in the same direction there is downward curvature, and $\mathrm{X}^{\prime \prime}$ is negative. The possible variations of sign of $X^{\prime \prime}$ are shown on fig. 3 . If there be no curvature, i.e., if the diagram line be straight, then $\mathrm{X}^{\prime \prime}$ is zero. Although $X^{\prime \prime}$ is greater the sharper the curvature, still $X^{\prime \prime}$ is not the measure of the curvature. The relation between $X^{\prime \prime}$ and the curvature is explained in $\S 145$ below.
140. Increment of Gradient.-In fig. 5 if the gradient increase in the horizontal length $\delta x$ by $\left(\mathrm{X}_{2}^{\prime}-\mathrm{X}_{1}^{\prime}\right)=\delta \mathrm{X}^{\prime}$, then this divided by $\delta x$ is the average rate of change of $\mathrm{X}^{\prime}$ throughout the length $\delta x$. If the two points be close together, then this is the actual rate of change of ' $X^{\prime}$ between these two contiguous points; that is, it is the value of $\mathrm{X}^{\prime \prime}$ at this part of the curve. That is, when $\delta x$ is small, $\frac{\delta \mathrm{X}^{\prime}}{\delta x}=\mathrm{X}^{\prime \prime}$ or $\delta \mathrm{X}^{\prime}=\mathrm{X}^{\prime \prime} \delta x$.
141. Second Increment.-If $\delta x$ be small, then from the point $\left(x_{1}-\frac{1}{2} \delta x\right)$ to the point $\left(x_{1}+\frac{1}{2} \delta x\right)$, the curve of fig. 5 rises a height $\mathrm{X}_{1}^{\prime} \delta x$, and from the point $\left(x_{1}+\frac{1}{2} \delta x\right) \equiv\left(x_{2}-\frac{1}{2} \delta x\right)$ to the point ( $\left.x_{2}+\frac{1}{2} \delta x\right)$, the rise of the curve is

$$
\mathrm{X}_{2}^{\prime} \delta x=\left(\mathrm{X}_{1}^{\prime}+\delta \mathrm{X}^{\prime}\right) \delta x=\left(\mathrm{X}_{1}^{\prime}+\mathrm{X}^{\prime \prime} \delta x\right) \delta x
$$

Thus while the rise is $\mathrm{X}_{1}^{\prime} \delta x$ through the small stretch $\delta x$ lying
equally on either side of the point 1 , it is greater than this by $\mathrm{X}^{\prime \prime}(\delta x)^{2}$ through the next equal small stretch $\delta x$ lying equally on either side of the point 2. The horizontal distance between these two points is $\delta x$. Thus an advance of $\delta x$ has resulted in an increase of rise per $\delta x$ equal to $\mathbf{X}^{\prime \prime}(\delta x)^{2}$. The excess of the second of these rises over the first is called the second increment or second difference of X . It might be written $\delta(\delta X)$, but the usual and neater symbol is $\delta^{2} \mathrm{X}$. Dividing, by ( $\left.\delta x\right)^{2}$ we have

$$
\frac{\delta^{2} \mathrm{X}}{(\delta x)^{2}}=\mathrm{X}^{\prime \prime}=\frac{\delta \mathrm{X}^{\prime}}{\delta x}
$$

Stated in words this reads:-
The second $x$-gradient of X equals the second increment of X per $\delta x$ per $\delta x$ divided by the square of $\delta x$.

It must be remembered that this equation has been derived only on the supposition that $\delta x$ is taken very small. The other written symbol for $\mathrm{X}^{\prime \prime}$, namely, $\frac{d^{2} \mathbf{X}}{d x^{2}}$ resembles in form $\frac{\delta^{2} \mathrm{X}}{(\delta x)^{2}}$ with $d$ substituted for $\delta$. It is sometimes stated that $d x$ is the symbol for $\delta x$ when $\delta x$ becomes "infinitely small," and that when $\delta x$ becomes "infinitely small" $\frac{\delta^{2} \mathrm{X}}{(\delta x)^{2}}$ equals $\frac{d^{2} \mathrm{X}}{d x^{2}}$; but the present writer prefers to avoid the use of phraseology which suggests reference to quantities which do not exist, and reasoning about which must, therefore, be quite unmeaning.

It should be noted that $\delta^{2} \mathrm{X}$ is of the same kind and dimensions as X , and that $\delta x$ is of the same kind and dimensions as $x$; so that $\mathrm{X}^{\prime \prime}$ is of the kind and dimensions of $\mathrm{X} / x^{2}$.
142. Integration of Second Increment.-From the equation
we obtain the other

$$
\delta^{2} \mathrm{X}=\mathrm{X}^{\prime \prime}(\delta x)^{2}
$$

Integral of $\delta^{2} \mathrm{X}=$ Integral of a corresponding continuous series of consecutive values of $\left\{\mathrm{X}^{\prime \prime}(\delta x)^{2}\right\}$.
Remembering the meaning of $\delta^{2} \mathbf{X}$, it is evident that its integral from one definite point 1 or $x_{1}$ to any other point $x$ equals

$$
\begin{aligned}
& \delta \mathrm{X} \text { at } x-\delta \mathrm{X} \text { at } x_{1} \\
= & \operatorname{say} \delta \mathrm{X}-(\delta \mathrm{X})_{1}
\end{aligned}
$$

these two increments being taken for equal small $\delta x$ 's. Both these increments are very small; their difference is minutely small, and,
therefore, this integration as it stands can be of no practical use as a final result. But let us integrate again this minutely small difference of increments by taking all the successive values of $\delta \mathrm{X}$ from $x_{1}$ up to point $x$ and subtracting the constant ( $\left.\delta \mathrm{X}\right)_{1}$ from each, and then let us add all the differences. The result is (by the distributive law in integration, see $\S 83$ ) the same as $\int_{x_{1}}^{x} \delta \mathrm{X}-\int_{x_{1}}^{x}(\delta \mathrm{X})_{1}$. In the latter symbol, since $(\delta \mathrm{X})_{1}$ has a constant value, we have simply to multiply this by the number of them to be added, which number is $\frac{x-x_{1}}{\delta x}$; so that

$$
\int_{x_{1}}^{x}(\delta \mathrm{X})_{1}=\frac{x-x_{1}}{\delta x} \cdot(\delta \mathrm{X})_{1}=\left(x-x_{1}\right)\left(\frac{\delta \mathrm{X}}{\delta x}\right)_{1}=\left(x-x_{1}\right) \mathrm{X}_{1}^{\prime}
$$

In fig. $\overline{5} \mathrm{X}_{1}^{\prime}$ is the gradient at the point 1 , and this last, therefore, equals the rise of the tangent at the point 1 in the horizontal stretch $\left(x-x_{1}\right)$. Also $\int_{x_{1}}^{x} \delta \mathrm{X}$ is the whole rise of the curve through this same stretch, or ( $\mathrm{X}^{-}-\mathrm{X}_{1}$ ) Therefore, this double integration of $\delta^{2} \mathrm{X}$, the shorthand symbol for which is $\iint d^{2} \mathrm{X}$, gives the result

$$
\begin{aligned}
\int_{x_{1}}^{x} \int_{x_{2}}^{x} d^{2} \mathrm{X} & =\left(\mathrm{X}-\mathrm{X}_{1}\right)-\left(x-x_{1}\right) \mathrm{X}_{1}^{\prime} \\
& =\mathrm{X}-x \mathrm{X}_{1}^{\prime}-\left(\mathrm{X}_{1}-x_{1} \mathrm{X}_{1}^{\prime}\right)
\end{aligned}
$$

and this is evidently measured in its graphic representation (see fig. 26) by the height of the curve above its tangent at point 1.
143. Graphic Delineation.-In the process of single integration we found one constant introduced. In this double integration there are two introduced. In the above algebraic representation they are $-\mathrm{X}_{1}^{\prime}$ and $-\left(\mathrm{X}_{1}-x_{1} \mathrm{X}_{1}{ }_{1}\right)$.

On fig. 26 are clearly marked the graphic representations of these two constants, the first being the gradient of the curve at point 1.

The lower limit is the same in both steps of this double integration, namely, the point 1. It is not necessarily so. In the first step, the lower limit may be the point 1 , and this will give the gradient-constant $\mathrm{X}_{1}^{\prime}$. In the second integration the lower limit might be taken at some other point 2, and this would give

$$
\begin{aligned}
\int_{2} \int_{1} d^{2} \mathrm{X} & =\left(\mathrm{X}-\mathrm{X}_{2}\right)-\left(x-x_{2}\right) \mathrm{X}_{1}^{\prime} \\
& =\mathrm{X}-x \mathrm{X}_{1}^{\prime}-\left(\mathrm{X}_{2}-x_{2} \mathrm{X}_{1}^{\prime}\right)
\end{aligned}
$$

leaving the one constant still minus the curve-gradient at 1 , but making now the second constant minus the intercept upon the
vertical axis cut off by a line through 2 parallel to the tangent at 1. Otherwise, the integral is now the height of the curve above the line drawn through 2 parallel to the tangent at 1 .
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144. Integration of Second $x$-gradient.-Evidently $\int \mathrm{X}^{\prime \prime} d x=$ $X^{\prime}+C$. Integrating a second time

$$
\int\left\{\int^{\prime \prime} d x\right\} d x=\int\left\{\mathrm{X}^{\prime}+\mathrm{C}\right\} d x=\mathbf{X}+\mathrm{C} x+\mathrm{K}
$$

This formula is identical with the above if

$$
\mathrm{C}=-\mathrm{X}_{1}^{\prime} \text { and } \mathrm{K}=-\left(\mathrm{X}_{2}-x_{2} \mathrm{X}_{1}^{\prime}\right)
$$

This double integration of $\mathrm{X}^{\prime \prime}$ is written shorthand $\iint \mathrm{X}^{\prime \prime} d x d x$, or still more shortly $\int^{11} \mathrm{X}^{\prime \prime} d x^{2}$.

We thus see that when proper attention is paid to the equality of the constants of integration,

$$
\iint d^{2} \mathrm{X}=\iint \mathrm{X}^{\prime \prime} d x d x
$$

or

$$
\int^{\mathrm{II}} d^{2} \mathrm{X}=\int^{\mathrm{II}} \mathrm{X}^{\prime \prime} d x^{2}
$$

145. Curvature.-To show the relation between $X^{\prime \prime}$ and the curvature of the graphic representation, let $a$ be the angle which the curve at any point makes with the axis of $x$, and let this
increase to $(\alpha+\delta \alpha)$ in the arc-length $\delta a$, whose horizontal projection is $\delta x$. The curvature is the reciprocal of the radius of curvature, or the "arc-gradient of the angle," i.e., $\frac{d a}{d a}$. Since $\delta a$ is small, it equals $\tan (\delta a)$, and $\tan (\delta a)$ can be calculated by the ordinary trigonometrical rule from $\mathrm{X}^{\prime}$ and ( $\mathrm{X}^{\prime}+\delta \mathrm{X}^{\prime}$ ) the tangents of $\alpha$ and $(\alpha+\delta \alpha)$; thus,
$\delta a=\tan (\delta a)=\frac{\left(\mathrm{X}^{\prime}+\delta \mathrm{X}^{\prime}\right)-\mathrm{X}^{\prime}}{1+\left(\mathrm{X}^{\prime}+\delta \mathrm{X}^{\prime}\right) \mathrm{X}^{\prime}}=\frac{\delta \mathrm{X}^{\prime}}{1+\mathrm{X}^{\prime 2}}$ nearly, when $\delta x$ is small.
Also the arc-length is

$$
\delta a=\sqrt{\delta x 2^{2}+\delta \mathrm{X}^{2}}=\delta x \sqrt{\overline{1+\mathrm{X}^{\prime 2}}} .
$$

Therefore the curvature is, $\rho$ being the radius of curvature,

$$
\frac{1}{\rho}=\frac{d a}{d a}=\frac{\delta X^{\prime}}{\delta x} \cdot \frac{1}{\left\{1+X^{\prime 2}\right\}^{4}}=\frac{\mathrm{X}^{\prime \prime}}{\left\{1+\mathrm{X}^{\prime 2}\right\}^{\frac{2}{2}}} .
$$

If the radius of curvature be easily found by any direct process, the inverse form of the above relation may be useful ; namely,

$$
X^{\prime \prime}=\frac{1}{\rho}\left\{1+X^{\prime 2}\right\}^{\frac{2}{2}} .
$$

If $T$ be the sub tangent on the $x$-axis, and if (see fig. 27) the
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intercept on the tangent between this axis and the touching point be called $R$; then since $R^{2}=X^{2}+T^{2}$ and $X^{\prime}=\frac{X}{T}$, therefore

$$
1+\mathrm{X}^{\prime 2}=\frac{\mathrm{R}^{2}}{\mathrm{~T}^{2}}
$$

and

$$
X^{\prime \prime}=\frac{1}{\rho}\left(\frac{R}{T}\right)^{3} .
$$

If the radius of curvature be known-(a practised draughtsman can always find it with the greatest accuracy in two or three seconds by one or two trials with the dividers)-the construction shown in fig. 27 affords a very easy graphic method of finding $X^{\prime \prime}$, measured to scale, according to the above formula $\frac{1}{\rho}\left(\frac{\mathrm{R}}{\overline{\mathbf{T}}}\right)^{8}$. Those acquainted with the elements of Graphic Calculation will readily follow the construction from the marking of the figure without further explanation.
146. Harmonic Function of Sines and Cosines.-As an illustration of these ideas, take an ordinary harmonic curve. Let $h$ be the height of the curve at horizontal ordinate $l$; let $r_{1}, r_{2}$ and $m$ be constants ; and let

$$
h=r_{1} \sin m l+r_{2} \cos m l
$$

then

$$
h^{\prime}=m r_{1} \cos m l-m r_{2} \sin m l
$$

and

$$
h^{\prime \prime}=-m^{2}\left(r_{1} \sin m l+r_{2} \cos m l\right)=-m^{2} h
$$

The student should write out these results for the three simplified cases-(1) $r_{1}=r_{2}=r$; (2) $r_{2}=0$; and (3) $r_{1}=0$. In all cases he will find that $h^{\prime \prime}=-m^{2} h$.
147. Deflection of a beam.-If a beam be uniformly loaded with a load $w$ per ft . run and have a vertical supporting force R applied at one end, the bending moment on the section distant $l$ from this end of the beam is

$$
\mathrm{M}=\mathrm{R} l-\frac{1}{2} w 7^{2} .
$$

The bending moment diagram (ordinates M and $l$ ) is therefore a parabola. At any point $l$ the gradient of the curve is

$$
\begin{aligned}
\mathrm{M}^{\prime} & =\mathrm{R}-v \mathrm{~m}^{2} \\
& =\mathrm{R} \text { at the end where } \mathrm{R} \text { acts } \\
& =0 \text { at section where } w l \text { equals } \mathrm{R}
\end{aligned}
$$

hetween which points it varies uniformly.

The second $l$-gradient of M is

$$
\mathrm{M}^{\prime \prime}=-w
$$

and is thus constant.
It is easily shown that, in a beam subjected to elastic bending only, the curvature of the (originally straight) axis equals $\frac{M}{\overline{E I}}$, where I is the "area-moment of inertia" of the section, and $E$ is the modulus of elasticity.

In the case of beams so stiff that the bending under safe loads is very small-which is the only case of practical interest to engineers-it is sufficiently accurate to take the curvature as the second $l$-gradient of the deflection, neglecting the division by the $\frac{3}{2}$ power of 1 plus the square of the first $l$-gradient.

Thus if $\Delta$ be the deflection perpendicular to $l$, then the second $l$-gradient of $\Delta$ or

$$
\Delta^{\prime \prime}=\frac{\mathrm{M}}{\mathrm{EI}}=\frac{1}{\mathrm{EI}}\left(\mathrm{R} l-\frac{1}{2} w l^{2}\right) \text { in above case }
$$

and

$$
\begin{aligned}
& \Delta=\int^{1 \mathrm{I}} \Delta^{\prime \prime} d l^{2}=\frac{1}{\mathrm{EI}} \int^{\mathrm{II}}\left(\mathrm{R} l-\frac{1}{2} w l^{2}\right) d l^{2} \\
& =\frac{1}{\mathrm{EI}} \int\left(\mathrm{EI} \Delta^{\prime}{ }_{1}+\frac{\mathrm{R}}{2} l^{2}-\frac{w^{2}}{6} l^{3}\right) d l \quad \text { if } \Delta^{\prime} \text { defines the gradient of } \\
& \text { the line from which the de- } \\
& \text { flection is to be measured: } \\
& =\Delta_{2}+\Delta^{\prime} l+\left(\frac{\mathrm{R}_{1}}{b^{3}}-\frac{w}{2} l^{4}\right) \frac{1}{\overline{\mathrm{~L}}} \quad \text { where } \Delta_{2} \text { defines the posi- } \\
& \text { tion of the line from which } \\
& \text { the deflection is measured. }
\end{aligned}
$$

At any point $l$ the gradient is

$$
\Delta^{\prime}=\Delta^{\prime}{ }_{I}+\left(\frac{\mathrm{R}}{2} l^{2}-\frac{w}{6} l^{3}\right) \frac{1}{\mathrm{EI}} .
$$

If the deflection be measured from a line parallel to the bent axis at its point where $w l=R$, then $\Delta^{\prime}$ must equal 0 at this point, and this gives $\Delta^{\prime}{ }_{1}=-\frac{R^{3}}{3 E\left[w^{2}\right.}$. If, further, we measure from a line drawn through the ends of the axis so as to make the end deflections zero, then $\Delta$ must be zero at $l=0$, which gives $\Delta_{2}=0$.

Inserting these values of the two constants, we find

$$
\Delta=\frac{\mathrm{l}}{3 \mathrm{EI}}\left(-\frac{\mathrm{R}^{3}}{w^{2}} l+\frac{\mathrm{R}}{2} l^{3}-\frac{w}{8} l^{4}\right) .
$$

This equals zero when $l=0$; and, when $w l=\mathrm{R}$, which occurs at the centre of a uniformly loaded beam freely supported at both ends, it equals

$$
\Delta_{c}=\frac{\mathrm{R}^{4}}{3 \mathrm{EI} w^{3}}\left(-1+\frac{1}{2}-\frac{1}{8}\right)=-\frac{5}{24} \frac{\mathrm{R}^{4}}{\mathrm{EI} w w^{3}} .
$$

. If the span be L , the whole load $=w \mathrm{~L}=\mathrm{W}$ and $\mathrm{R}=\frac{1}{2} w \mathrm{~L}$, and

$$
\Delta_{c}=-\frac{5}{384} \frac{w \mathrm{~L}^{4}}{\mathrm{EI}}=-\frac{5}{384} \frac{\mathrm{WL}^{3}}{\mathrm{EI}}
$$

148. Double Integration of Sine and Cosine Function.In $\S 146$ we find

$$
h^{\prime \prime}=-m^{2} h
$$

and, comparing this with the original equation, we see that the general result of a double integration from this relation is

$$
h=r_{1} \sin m l+r_{2} \cos m l
$$

where $r_{1}$ and $r_{2}$ are the two constants introduced by integration.
But if the second-gradient equation be of the other form

$$
h^{\prime \prime}=-m^{2}\left(r_{1} \sin m l+r_{2} \cos m l\right)
$$

the result of a double integration is not the same: it is more general, namely,

$$
h=r_{1} \sin m l+r_{2} \cos m l+\mathrm{C}_{1} l+\mathrm{C}_{2}
$$

where $C_{1}$ and $C_{2}$ are the two integration constants.
The former ( $h^{2 \prime}=-m^{2} h$ ) is a special case of the latter more general rule, in which special case $\mathrm{C}_{1}=0=\mathrm{C}_{2}$; and this specialty gives rise to the relation $h^{\prime \prime}=-m^{2} h$, which relation does not hold good in general.

In the general formula the constant $\mathrm{C}_{1}$ gives a choice of gradient of the line from which $h$ is to be measured; while $\mathrm{C}_{2}$ gives a further choice of level at which to draw this datum line. In the special case this level must be such as to make $h=r_{2}$ when $l=0$ and the gradient of the datum line must be zero.
149. Exponential Function.-If $X=b^{x}$, then by $\S 95$

$$
\mathrm{X}^{\prime}=\frac{b^{x}}{\mathrm{~T}}=\frac{\mathrm{X}}{\mathrm{~T}} \text { and therefore } \mathrm{X}^{\prime \prime}=\frac{\mathrm{X}}{\mathrm{~T}^{2}} .
$$

If $\mathrm{X}=b^{m x}$ where $m$ is any constant, either positive or negative, whole or fractional ; then

$$
\mathbf{X}^{\prime}=\frac{m}{\mathbf{T}} \mathbf{X} \text { and } \mathbf{X}^{\prime \prime}=\left(\frac{m}{\mathbf{T}}\right)^{2} \mathbf{X}
$$

This case is the counterpart of that in the last article where $\left(-m^{2}\right)$ was essentially and necessarily negative, while here $\left(\frac{m}{\mathrm{~T}}\right)^{2}$ is essentially positive.
150. Product and Quotient of two or more $x$-Functions.-If L and M are functions of $x$, and if $\mathrm{X}=\mathrm{LM}$, the first and second $x$-gradients of X are

$$
\begin{aligned}
X^{\prime} & =L^{\prime} M+L M^{\prime} \text { and } \\
\therefore X^{\prime \prime} & =L^{\prime \prime} M+2 L^{\prime} M^{\prime}+L M^{\prime \prime} .
\end{aligned}
$$

In the case of $\mathrm{M}=x$, then $\mathrm{M}^{\prime}=1$ and $\mathrm{M}^{\prime \prime}=0$;

$$
\text { therefore } \mathrm{X}^{\prime \prime}=\mathrm{L}^{\prime \prime} x+2 \mathrm{~L}^{\prime}
$$

Similarly, if X be the product of three $x$-functions, $L, M, N$, then $\mathrm{X}^{\prime \prime}$ is the sum of a series of terms each of which contains the three letters L M and $N$, and in each term the number of dashes indicating the number of differentiations will be 2 . Dividing by $X=$ LMN, the result may be written

$$
\frac{\mathrm{X}^{\prime \prime}}{\bar{X}}=\frac{\mathrm{L}^{\prime \prime}}{\mathrm{L}}+\frac{\mathrm{M}^{\prime \prime}}{M}+\frac{\mathrm{N}^{\prime \prime}}{\mathrm{N}}+2\left(\frac{\mathrm{~L}^{\prime} \mathrm{M}^{\prime}}{\mathrm{LM}}+\frac{\mathrm{L}^{\prime} \mathrm{N}^{\prime}}{\mathrm{LN}}+\frac{\mathrm{M}^{\prime} \mathrm{N}^{\prime}}{M N}\right)
$$

a form analogous to that of $\S 92$; and which may be extended to the product of any number of factors.
151. Third and Lower $x$-Gradients and Increments.-The $x$-gradient of the second $x$-gradient of X is the third $x$-gradient, and the $x$-gradient of this again is the fourth $x$-gradient; and so on through any number of differentiations.

These successive gradients are written either $X^{\prime \prime \prime}, X^{i v}, X^{v}$, or else $\frac{d^{3} \mathrm{X}}{d x^{3}}$, etc.

Similarly, if two successive values of the second increment of X per $\delta x$ per $\delta x$ be taken at two places $\delta x$ apart, the difference between them is called the third increment of X per $\delta x$ per $\delta x$ per $\delta x$. This is written $\delta^{3} \mathrm{X}$; and if it be divided by the cube of $\delta x$, it is easy to show that $\frac{\delta^{3} \mathrm{X}}{(\delta x)^{3}}=\mathrm{X}^{\prime \prime \prime}=\frac{d^{3} \mathrm{X}}{d x^{3}}$ when $\delta x$ is very small. This is not a truism. The symbol $\frac{d^{3} \mathrm{X}}{d x^{3}}$ ought not to be considered capable of being split into two parts, one of which, the numerator, $d^{3} \mathrm{X}$, is the value of $\delta^{3} \mathrm{X}$ when $\delta x$ is very small. Nevertheless, it is correct to write for any very small $\delta x$

$$
\delta^{3} \mathrm{X}=\mathbf{X}^{\prime \prime \prime}(\delta x)^{3}=\frac{d^{3} \mathrm{X}}{d x^{3}}(\delta x)^{3}
$$

Again, if $\delta^{n} \mathrm{X}$ be the $n^{\text {th }}$ increment, and $\frac{d^{n} \mathrm{X}}{d x^{n}}$ the $n^{\text {th }}$ gradient, then for any very small $\delta x$ it is correct to write

$$
\delta^{n} \mathrm{X}=\frac{d^{n} \mathrm{X}}{d x^{n}}(\delta x)^{n}
$$

152. Rational Integral $x$-Functions.-If $X=k x^{m}$, then

$$
\mathrm{X}^{\prime}=k m x^{m-1} ; \mathrm{X}^{\prime \prime}=k m(m-1) x^{m-2}
$$

and

$$
\frac{d^{n} \mathrm{X}}{d x^{n}}=k m(m-1)(m-2)-\cdots(m+1-n) x^{m-n}
$$

If $m$ be a positive integer, the $m^{\text {th }}$ gradient of $k x^{m}$ will be a constant; námely,

$$
\frac{d^{m} \mathrm{X}}{d x^{m}}=k m(m-1)(m-2) \cdots 3 \cdot 2 \cdot 1=k m!
$$

Thus the $(m+1)^{\text {th }}$ gradient of $k x^{m}$ is zero, as is also every lower gradient, if $m$ be a positive integer.

But if $m$ be fractional, then the successive gradients pass into negative powers of $x$, so that, in this case, a lower gradient may have a very large value for very small values of $x$. Thus, if $\mathrm{X}=x^{\frac{3}{3}}$; then, $\mathrm{X}^{\prime}=\frac{5}{2} x^{\frac{3}{3}}, \mathrm{X}^{\prime \prime}=\frac{15}{4} x^{\frac{1}{2}}$, and $\mathrm{X}^{\prime \prime \prime}=\frac{15}{8 x^{\frac{1}{4}}}$; giving very large values of $X^{\prime \prime \prime}$ for very small values of $x$.

If $\mathrm{X}=a x^{m}+b x^{m-1}+\cdots+k x$, and if $m$ be an integer, then at each successive differentiation one term disappears, and the $m^{\text {th }}$ gradient is again a constant, viz., am! Thus any terms in the above function, except the first, might be omittod without altering the $m^{\text {th }}$ gradient. There are, therefore, $(m-1)$ ! different functions of the above type which give the same $m^{\text {th }}$ gradient ; ( $m-2$ )! different ones which give the $(m-1)^{\text {th }}$ gradient the same in all; and so forth, the differences corresponding with those arising from putting any except the first of the constant factors in the above general formula equal to zero.
153. Lower $x$-Gradient of Sine and Exponential Functions.The successive gradients of some functions have a re-entrant or repeating character. For instance,

$$
\begin{aligned}
\mathrm{X} & =k_{1} \sin m x+k_{2} \cos m x \\
\mathrm{X}^{\prime \prime} & =-m^{2} \mathrm{X} \\
\therefore \quad \mathrm{X}^{\mathrm{iv}} & =m^{4} \mathrm{X} \\
\therefore \quad \mathrm{X}^{\mathbf{v 1}} & =-m^{6} \mathrm{X}, \text { etc., etc. }
\end{aligned}
$$

Again, see § 95,

$$
\begin{aligned}
\mathrm{X} & =b^{\beta^{x}} \\
\mathrm{X}^{\prime} & =\frac{\beta}{\mathrm{T}} b^{\beta x}=\frac{\beta}{\mathbf{T}} \mathrm{X} \\
\therefore \mathrm{X}^{\prime \prime} & =\left(\frac{\beta}{\mathrm{T}}\right)^{2} \mathrm{X} \\
\therefore \frac{d^{n} \mathrm{X}}{d x^{n}} & =\left(\frac{\beta}{\mathrm{T}}\right)^{n} \mathrm{X}
\end{aligned}
$$

and this is true whether $\beta$ be + or.$- *$
154. General Multiple Integration.-If $X^{\prime}, X^{\prime \prime}, X^{\prime \prime \prime}, X^{i v}$, etc., are the successive $x$-gradients of some function $X$, and if we start with a knowledge of the lowest of these gradients only, and wish to work upwards to a knowledge of the higher gradients and of X by repeated integration; we find

$$
\int \mathbf{X}^{\mathrm{i} v} d x=\mathrm{X}^{\prime \prime \prime}+\mathrm{C}_{3}
$$

where $\mathrm{C}_{3}$ is the constant of integration. Then

$$
\iint \mathrm{X}^{\mathrm{iv}} d x^{2}=\int \mathrm{X}^{\prime \prime \prime} d x+\int \mathrm{C}_{3} d x=\mathrm{X}^{\prime \prime}+\mathrm{C}_{3} x+\mathrm{C}_{2}
$$

and

$$
\int^{\mathrm{III}} \mathrm{X}^{\mathrm{iv}} d x^{3}=\mathrm{X}^{\prime}+\frac{\mathrm{C}_{3}}{2} x^{2}+\mathrm{C}_{2} x+\mathrm{C}_{1}
$$

and

$$
\int^{\mathrm{Iv}} \mathrm{X}^{\mathrm{sv}} d x^{4}=\mathrm{X}+\frac{\mathrm{C}_{3}}{6} x^{3}+\frac{\mathrm{C}_{2}}{2} x^{2}+\mathrm{C}_{1} x+\mathrm{C}_{0}
$$

This result might perhaps be more clearly understood when expressed as follows :- $\mathrm{X}^{\mathrm{iv}}$ may be written ( $\mathrm{X}^{\mathrm{iv}}+0$ ). Then the proposition is that the fourth integral of the known function $X^{i r}$ is the function X whose fourth $x$-gradient is $\mathrm{X}^{\mathrm{iv}}$, plus the function $\left(\frac{1}{6} \mathrm{C}_{3} x^{3}+\frac{1}{2} \mathrm{C}_{2} x^{2}+\mathrm{C}_{1} x+\mathrm{C}_{0}\right.$ ) whose fourth $x$-gradient is 0 .

If there were $n$ integrations, there would be $(n+1)$ terms in the result, one of which would be a constant, and ( $n-1$ ) of which would be multiples of the first $(n-1)$ integral powers of $x$. § 152 illustrates one special example of this general proposition.

The constants are to be determined from the "limiting conditions." The number of limiting conditions, a knowledge of which is necessary to definitely solve the problem, is the same as the number of "arbitrary constants" C appearing in the general solution.

[^25]In the above case $\mathrm{C}_{2}$ might be determined from a knowledge of one particular value of $X^{\prime \prime}$, and then $C_{1}$ from that of one particular gradient $X^{\prime}$, the remaining $\mathrm{C}_{0}$ being found from one particular value of $X$ being given.
155. General Multiple Integration.-If in § 126 we write $\int \mathrm{X} d x$ instead of $X$, and therefore $X$ instead of $X^{\prime}$, we obtain

$$
\int\left\{\Xi^{\prime} \int \mathbf{X} d x\right\} d x=\Xi \int \mathbf{X} d x-\int \boldsymbol{\Xi} d x .
$$

If in this formula the $x$-function $\exists^{\prime}$ be $x$ itself, so that $\xi^{\prime}=1$, there results

$$
\int^{\mathrm{II}} \mathrm{X} d x^{2}=x \int \mathrm{X} d x-\int x \mathrm{X} d x
$$

which enables two possibly easy single integrations to be substituted for one double integration which may be otherwise impracticably difficult.

Conversely, a given function ( $x \mathrm{X}^{\prime \prime}$ ) may be difficult to integrate once, while the part of it $\mathrm{X}^{\prime \prime}$ is recognised as the second $x$-gradient of a known function $X$, and then the form

$$
\begin{aligned}
\int x \mathrm{X}^{\prime \prime} d x & =x \mathrm{X}^{\prime}-\int^{\mathrm{I}} \mathrm{X}^{\prime \prime} d x^{2} \\
& =x \mathrm{X}^{\prime}-\mathrm{X}
\end{aligned}
$$

may be useful.
156. Reduction Formulæ.-From § 150 we have

$$
\frac{d^{2}}{d x^{2}}(x \mathrm{X})=x \mathrm{X}^{\prime \prime}+2 \mathrm{X}^{\prime}
$$

from which it follows that

$$
x \mathbf{X}=\int^{\mathrm{II}} x \mathrm{X}^{\prime \prime} d x^{2}+2 \int^{\mathrm{II}} \mathrm{X}^{\prime} d x^{2} .
$$

In this substitute $X$ for $X^{\prime}$, and therefore $X^{\prime}$ for $X^{\prime \prime}$, and $\int \mathbf{X} d x$ for $\mathbf{X}$; there results then

$$
\begin{aligned}
\int^{\mathrm{I}} \mathrm{X} d x^{2} & =\frac{1}{2} x \int \mathbf{X} d x-\frac{1}{2} \int^{\mathrm{II}} x \mathrm{X}^{\prime} d x^{2} \\
& =\frac{1}{2} x \int \mathbf{X} d x-\frac{1}{2} \int^{\mathrm{II}} x d \mathbf{X} d x
\end{aligned}
$$

Again, if in the same formula there be substituted X for $\mathrm{X}^{\prime \prime}$, and therefore $\int \mathrm{X} d x$ for $\mathrm{X}^{\prime}$ and $\int^{\mathrm{II}} \mathrm{X} d x^{2}$ for X , the result appears as

$$
\int^{\mathrm{III}} \mathrm{X} d x^{3}=\frac{1}{2} x \int^{\mathrm{II}} \mathrm{X} d x^{2}-\frac{1}{2} \int^{\mathrm{II}} x \mathrm{X} d x^{2} .
$$

157. Graphic Diagram of Double Integration.-The meaning of double integration can be very easily represented graphically.

In fig, 5 the slope of the curve is $\mathbf{X}^{\prime}$ and the height of the curve is X , the first integral of $\mathrm{X}^{\prime}$ by $d x$. Thus ( $\mathrm{X} \delta x$ ) or the strip of area between two contiguous verticals under the curve is the increment of the second integral of $\mathrm{X}^{\prime}$ by $d x$. Thus the area under the curve included between two given limiting verticals is their second integral, or

$$
\text { Area under curve }=\int^{\mathrm{II}} \mathrm{X}^{\prime} d x^{2} .
$$

This graphic representation will help the student to perceive clearly that this integral is not the sum of a number of terms, each of which is the square of $\delta x$ multiplied by the slope $\mathrm{X}^{\prime}$. The square of any one $\delta x$ multiplied by the coincident slope $X^{\prime}$ would be the rectangle of base $\delta x$ and height $\delta \mathrm{X}$, because $\mathrm{X}^{\prime} \delta x=\delta \mathrm{X}$. The sum of the series of such rectangular areas stretching between given limits on the curve is not any definite area, and it can be made as small as desired by taking the $\delta x$ 's sufficiently small. But this small rectangular area ( $\delta x . \delta \mathrm{X}$ ) is easily recognised to be the second increment of the area under the curve. The first difference is the area of the whole vertical strip between contiguous verticals. The difference between two such successive narrow strips (each being taken the same width $\delta x$ ) is the above ( $\delta x . \delta \mathrm{X}$ ). Thus as $\mathrm{X}^{\prime} d x^{2}$ is this second difference which equals $\mathrm{X}^{\prime}(\delta x)^{2}$, there is nothing illegitimate in considering the symbol $d x^{2}$ in $\int^{11} \mathrm{X}^{\prime} d x^{2}$ to represent the value of $(\delta x)^{2}$ when $\delta x$ is taken minutely small.
158. Graphic Diagram of Treble Integration.-The idea of treble integration may be similarly represented graphically.

If the various areas in fig. 5 under the curve measured from any given lower limit up to the various vertical ordinates at the successive values of $x$, be looked upon as projections or plan-sections of a solid, the successive sections for each $x$ and the following ( $x+\delta x$ ) being raised above the paper by the heights $x$ and $(x+\delta x)$; then this volume is the true graphic representation of $\int^{\text {III }} \mathrm{X}^{\prime} d x^{3}$, because the increment of this volume, or the slice of volume lying between

[^26]two successive parallel sections $\delta x$ apart, is the section-area at the middle of the thickness $\delta x$ multiplied by $\delta x$. This section-area we have seen in $\S 157$ to be $\int^{\text {II }} \mathrm{X}^{\prime} d x^{2}$; and, therefore, the above increment of volume is $\int^{\text {II }} \mathrm{X}^{\prime} d x^{s}$. The integral of this is $\int^{\text {III }} \mathrm{X}^{\prime} d x^{3}$.

If the lower limiting vertical ordinate of the area be at $x=0$, then two of the side surfaces of the above integral volume are planes normal to the paper of the diagram and passing through the axes of $x$ and X . A third side surface, namely, that passing through the successive $X$ edges (which are the various upper limiting ordinates in the area integrals), is also a plane: it passes through the X -axis and is inclined at $45^{\circ}$ to the diagram paper. The fourth side surface is in general curved. These four side surfaces, three of which are flat, give to the volumetric representation of treble integration the general form of a quadrilateral pyramid. The base of this pyramid is plane parallel to the diagram paper.

As a valuable exercise, the student should endeavour to obtain a clear mental conception of the fact that $\mathrm{X}^{\prime}(\delta x)^{3}$, the value of which becomes $\mathrm{X}^{\prime} d x^{8}$ when $\delta x$ is minutely small, is the third difference in the continuous increase with $x$ of this pyramidal volume.

## CHAPTER VIII.

## INDEPENDENT VARIABLES.

159. Geometrical Illustration of Two Independent Variables. -Hitherto there have been considered combinations of such functions alone as are mutually dependent on each other. The functions $x, \mathrm{X}, \mathcal{X}$, etc., have been such that no one of them can change in size without the others concurrently changing size.

In fig. $1, \S 11$, we have a vertical plane section of the surface of a piece of undulating land. Suppose it to be a meridional or north and south section. On it each distance measured northwards from a given starting-point corresponds to a definite elevation of the ground. If we take other meridional sections of the same piece of country, this sume northward co-ordinate will correspond with other heights in these other sections. Thus, if $h$ be used as a general symbol to mean the height of the surface at any and every point of it, then $h$ depends not only on the northward co-ordinate
or latitude, but also upon the westward co-ordinate or longitude. If there be freedom to move anywhere over the surface, the two co-ordinates of latitude and longitude may be varied independently of each other, that is, a change in one does not necessitate any change in the other.

Under such circumstances the elevation is said to be a function of two independent variables.
160. Equation between Independent Increments.-In moving from any point 1 to any other point 2, the elevation rises (or falls) from say $h_{1}$ to $h_{2}$. Let the latitudes, or northward ordinates, of the two points be $n_{1}$ and $n_{2}$, an.l the westward ordinates or longitudes be $w_{1}$ and $w_{2}$. Then the same change of elevation would be effected by either of two pairs of motions; namely, first, a motion northwards $\left(n_{2}-n_{1}\right)$ without change of longitude, followed by a motion ( $w_{2}-w_{1}$ ) westwards without change of latitude; or, second, a motion ( $w_{2}-w_{1}$ ) without change of $n$, followed by a motion ( $n_{2}-n_{1}$ ) without change of $w$. This is true whether these motions be large or small. Suppose them to be small, and further suppose that there are no sudden breaks in the ground, that is, that the change of elevation is continuous or gradual over the whole surface. Call the small northward, westward, and vertical movements by the symbols

$$
\begin{gathered}
n_{2}-n_{1}=\delta n \\
w_{2}-w_{1}=\delta w \\
h_{2}-h_{1}=\delta h .
\end{gathered}
$$

Then if the meridional northward slope of the ground, just north of point 1 , be called $\left(\frac{\partial h}{\partial n}\right)_{1}$, the rise during the small northward movement $\delta n$ from 1 will be $\left(\frac{\partial \hbar}{\partial n}\right)_{1} . \delta n$; and if the westward slope of the parallel of latitude through 2, just east of the point 2 , be called $\left(\frac{\partial h}{\partial w}\right)_{2}$, the rise during the small westward movement $\delta w$ which, following the above, completes the motion to 2 , will be $\left(\frac{\partial h}{\partial w}\right)_{2} . \delta v$. The sum of these two rises gives the whole of $\delta h$, or

$$
\delta h=\left(\frac{\partial h}{\partial n}\right)_{1} \delta n+\left(\frac{\partial h}{\partial w}\right)_{2} \delta w .
$$

Here the two gradients are not gradients at the same point. If fig. 28 be a plan and two elevations of the small part of the surface
considered, they are the northward and westward gradients at $v_{1}$ and $\nu_{2}$ at the middle points of 1 N and N 2 in the plan.

If now the passage from 1 to 2 be effected by passing through W in fig. 28, and if $\left(\frac{\partial h}{\partial w}\right)_{1}$ and $\left(\frac{\partial h}{\partial n}\right)_{2}$ be the westward and north-


Fig. 28,
ward slopes of the ground at $\omega_{1}$ and $\omega_{2}$; then the same change of elevation may be calculated thus,

$$
\delta h=\left(\frac{\partial h}{\partial w}\right)_{1} \delta w+\left(\frac{\partial h}{\partial n}\right)_{2} \delta n
$$

where the $\delta w$ and the $\delta n$ are also the same lengths as before, the quadrilateral 1 N 2 W being a parallelogram.
$\left(\frac{\partial h}{\partial w}\right)_{2}$ and $\left(\frac{\partial h}{\partial w}\right)_{1}$ are the westward slopes on opposite sides of this parallelogram ; they are the slopes of N2 and 1W in the "North Elevation." $\left(\frac{\partial h}{\partial n}\right)_{1}$ and $\left(\frac{\partial h}{\partial n}\right)_{2}$ are the northward slopes upon the other pair of opposite sides; they are the slopes of 1 N and W2 in the " West Elevation."

Adding these two equations and dividing each side by 2; and, further, calling the means between the gradients on the opposite sides of the parallelogram by the symbols $\frac{\partial h}{\partial n}$ and $\frac{\partial h}{\partial w}$; we have

$$
\delta h=\frac{\partial h}{\partial n} \cdot \delta n+\frac{\partial h}{\partial w} \cdot \delta w .
$$

On a continuous surface such as is here supposed, the above arithmetic means are, with great accuracy, equal to the actual gradients along the centre lines $\omega_{1} \nu_{2}$ and $\nu_{1} \omega_{2}$ of the small rectangle; that is, the gradients at the centre of the short straight line 12.
161. Equation between Independent Gradients.-If the short level length 12 be called $\delta s$, so that $\delta n$ and $\delta w$ are the northward and westward projections or components of $\delta s$; then we have, as general truths, by dividing successively by $\delta n$, $\delta w$, and $\delta s$,

$$
\begin{aligned}
& \frac{\delta h}{\delta n}=\left(\frac{d h}{d n}\right)_{s}=\frac{\partial h}{\partial n}+\frac{\partial h}{\partial w} \cdot\left(\frac{d w}{d n}\right)_{s} \\
& \frac{\delta h}{\delta w}=\left(\frac{d h}{d w}\right)_{s}=\frac{\partial h}{\partial n}\left(\frac{d n}{d w}\right)_{s}+\frac{\partial h}{\partial w} \\
& \frac{\delta h}{\delta s}=\frac{d h}{d s}=\frac{\partial h}{\partial n} \cdot\left(\frac{d n}{d s}\right)_{s}+\frac{\partial h}{\partial w} \cdot\left(\frac{d w}{d s}\right)_{s}
\end{aligned}
$$

where the restrictive symbol () $)_{s}$ indicates a ratio of increments occurring concurrently along the special path $s$ over the surface, an element of which path is 12 or $\delta s$; while the ratios of increments not marked with this symbol are pure northward and eastward gradients. $\frac{d h}{d s}$ does not need to be marked, as its terms indicate plainly that it means the actual whole gradient of the ground along the path $s$.

$$
\left(\frac{d n}{d w}\right)_{s},\left(\frac{d w}{d n}\right)_{s},\left(\frac{d n}{d s}\right)_{s}, \text { and }\left(\frac{d w}{d s}\right)_{s}
$$

are different measures of the direction of the path $s$ in plan; the first two are the tangents of the inclination of this path from the west and from the north respectively; the last two are the sines of the same inclinations. These measures of its direction particularise the special path to which the equations apply. $\frac{\partial h}{\partial n}$ and $\frac{\partial h}{\partial w}$ have no connection with, and are quite independent of, the direction of this path $s$ : they are the due north and due west gradients at a point of the path, and depend upon the position of this point in the field, but not upon the direction of the path at such point.

The gradients $\frac{\partial h}{\partial n}$ and $\frac{\partial h}{\partial w}$ are called the "partial" differential coefficients or gradients of $h$ with respect to $n$ and $w$.
$\left(\frac{d h}{d n}\right)_{s}$ is the ratio of rise to northward progress in travelling
along the path $s$, and depends upon the direction of this path. It is quite different from $\frac{\partial h}{\partial n}$. In fig. $28 \mathrm{it},\left(\frac{d h}{d n}\right)_{\mathrm{g}}$, equals the tangent of inclination of the line 12 to the horizontal base in the "West Elevation"; while $\frac{\partial h}{\partial n}$ equals the tangent of inclination of line 1 N to same base also in the "West Elevation."
Similarly, $\left(\frac{d h}{d w}\right)_{s}$ equals the tangent of inclination of 12 to the horizontal base in the "North Elevation," while $\frac{\partial \hbar}{\partial x}$ is the tangent of inclination of line 1W to same base also in ths "North Elevation."
162. Constraining Relation between Three Variables.-Ws have above considered the ordinates $n$ and $w$ to any point of the surface as mutually independent of each other, and $h$ as dependent upon both $n$ and $w$. But we may equally well consider $w$ a function dependent on both $n$ and $h$, while looking on $n$ and $h$ as mutually independent of each other. Generally between the three functions $n, w$, and $h$ there is only one restrictive relational law established, leaving one degres of freedom of variation among the three. If a second restrictive law be imposed upon the relations between the three, this means that we are restricted to some particular path, such as $s$, over the surface, and are no longer free to take points all over the surface.
163. Equation of Contours.-The meridional section is such a restricted path; the restriction being $\delta v=0$. The parallel of latitude is another such restricted path; the restriction in this case being $\delta n=0$. A level contour line is a third example of such a restricted path, the restriction being $\delta k=0$. Therefore, if the path $s$ be a contour line, we have $\frac{d h}{d s}=0$, and thus one form of the equation giving the shape of a contour is

$$
\frac{\partial h}{\partial n}\left(\frac{d n}{d s}\right)_{s}+\frac{\partial h}{\partial w}\left(\frac{d w}{d s}\right)_{s}=0
$$

or

$$
\frac{\left(\frac{d n}{d s}\right)_{s}}{\left(\frac{d w}{d s}\right)_{s}}=\left(\frac{d n}{d w}\right)_{s}=-\frac{\frac{\partial h}{\partial w}}{\frac{\partial h}{\partial n}} .
$$

Here $\left(\frac{d n}{d w}\right)_{s}=$ tangent of northward bearing of contour from due
west, and this is seen to equal minus the ratio of the due west slope to the due north slope. The minus simply means that if both these slopes are positive upward gradients, then the bearing is south, not north, of due west. The steeper the west slope is in comparison with the north slope, the more does the contour veer round to the south.

The geometrical linear ordinates of the above illustration may be taken as the graphic scaled representatives of any kinds of measurable quantities related to each other in a similar manner.
164. General $x, y, \mathrm{~F}(x, y)$ Nomenclature.-Let the two independent variables be called $x$ and $y$, and let the function dependent on these be called $\mathrm{F}(x, y)$. Let also the rate of change of $\mathrm{F}(x, y)$ with $x$ when $y$ is kept constant be called $\mathrm{F}_{x}^{\prime}(x y)$, and its rate of change with $y$ when $x$ is kept constant be called $\mathrm{F}_{y}^{\prime}(x, y)$.

Then the equations of § 161 are written

$$
\begin{aligned}
& \left\{\mathrm{F}_{x}^{\prime}(x, y)\right\}=\mathrm{F}_{x}^{\prime}(x, y)+\mathrm{F}_{y}^{\prime}(x y) \frac{d y}{d x} \\
& \left\{\mathrm{~F}_{y}^{\prime}(x, y)\right\}=\mathrm{F}_{x}^{\prime}(x, y) \frac{d x}{d y}+\mathrm{F}_{y}^{\prime}(x, y)
\end{aligned}
$$

where $\left\{\mathrm{F}^{\prime}{ }_{x}(x y)\right\}$ is the rate of change of $\mathrm{F}(x y)$ with change of $x$ when the change of $x$ is associated with a change of $y$ in the ratio indicated by $\frac{d y}{d x}$; this ratio $\frac{d y}{d x}$ being any whatever, but the ratio inserted on the right hand being always the same as that involved implicitly on the left hand.
165. Two Functions of Two Independent Variables.—Again, if $f(x y)$ be another similar function of $x$ and $y$, then

$$
\left\{\frac{d \mathbf{F}(x y)}{d f(x y)}\right\}=\frac{\mathrm{F}_{x}^{\prime}(x, y)+\mathrm{F}_{y}^{\prime}(x, y) \cdot \frac{d y}{d x}}{f_{x}^{\prime}(x, y)+f_{y}^{\prime}(x, y) \cdot \frac{d y}{d x}}
$$

the brackets $\}$ on the left meaning that the equation gives a particular value of the $f(x y)$-gradient of $\mathrm{F}(x y)$; namely, that particular value obtaining along with change of $y$ combined with change of $x$ in the ratio $\frac{d y}{d x}$ inserted on the right hand.
166. Applications to $p, v, t$ and $\phi$ Thermal Functions.An important example of the kind of relation described is that of temperature, pressure, and specific yolume of any one definite substance. If $t, p$, and $v$ indicate these, and if $t_{p}^{\prime}$ indicate the
pressure-gradient of the temperature with volume kept constant, while $t_{v}^{\prime}$ indicates the volume-gradient of the temperature at constant pressure ; then for any changes $\delta p$ and $\delta v$ of the pressure and volume, there results a temperature increment

$$
\delta t=t_{p}^{\prime} \delta p+t_{v}^{\prime} \delta v
$$

For any change of thermal condition in which the volume-gradient of the pressure is $\frac{d p}{d v}$, the volume and pressure gradients of the temperature are

$$
\left(\frac{d t}{d v}\right)=t_{p}^{\prime} \cdot \frac{d p}{d v}+t_{v}^{\prime}
$$

and

$$
\left(\frac{d t}{d_{p} p}\right)=t_{p}^{\prime}+t_{v}^{\prime} \cdot \frac{d v}{l_{p}}
$$

Or again, if $p_{t}^{\prime}$ and $p_{v}^{\prime}$ be the temperature and volume gradients of the pressure with volume and temperature respectively kept constant, then for any change defined by a volunne-gradient of temperature $\frac{d t}{d v}$, the temperature and volume gradients of the pressure are

$$
\left(\frac{d p}{d t}\right)=p_{t}^{\prime}+p_{v}^{\prime} \frac{d v}{d t}
$$

and

$$
\left(\frac{d p}{d v}\right)=p_{t}^{\prime} \cdot \frac{d t}{d v}+p_{v}^{\prime}
$$

Here $p_{v}^{\prime}$ is the slope of the "isothermal" on the $p, v$ diagram; $p_{t}^{\prime}$ is the slope of the "isometric" on the $p, t$ diagram; $t_{v}$, is the slope of the "isobaric" on the $t, v$ diagram, etc., etc.

What is called "Entropy," usually symbolised by $\phi$, is most simply defined by the equation of its increment

$$
\delta \phi=\frac{\delta p . \delta v}{\delta t}
$$

and this, combined with the above equations, gives most of the mathematical formulas of thermodynamics.
167. $x$-Gradient of $(x y)$.-In fig. 17, $\S 80$, the rectangular area between the two axes and the two co-ordinates $x$ and X was taken as a function of these co-ordinates, and differentiated with respect to them. The problem was there considered in reference
to the ordinates to the particular curve shown in fig. 17, which may be regarded as similar to the particular curve $s$ of $\S 161$. If in fig. 17 we now regard $x$ and X as the ordinates to any point in the whole field of the figure, they will then be independent variables. It will now be better to name the vertical ordinate $y$, as X is throughout this book used to indicate a function dependent on $x$. The area ( $x y$ ) will be a function of these two independent variables. Applying the law of § 161 to this function, we have

$$
\begin{gathered}
\left\{\frac{d(x y)}{d x}\right\}=\frac{\partial(x y)}{\partial x} \text { with } y \text { constant }+\frac{\partial(x y)}{\partial y} \text { with } x \text { constant } \times \frac{d y}{d x} \\
=y+x \frac{d y}{d x}=y+x y^{\prime}
\end{gathered}
$$

where the bracket $\}$ indicates that the gradient is taken with concurrent change of $x$ and $y$ in the ratio given by $y^{\prime}$ on the right side. If the given $y^{\prime}$ be the $x$-gradient of the curve drawn in fig. 17, there is here reproduced the law of $\S 80$, which is thus shown to be simply a particular case of a more general law, namely, that of $\S 161$.
168. Definite Integral of Function of Independent Variables. -The equation of $\S 161$ gives the increment of rise in level $\delta \hbar$ from any point of the surface to any other closely contiguous point. The integration of this increment of rise gives the total rise from one point to another point, near or distant, on the same surface. Taken between definite limits, this integral means the difference of level between two definite points on the surface. From any lower limit $n_{1} w_{1}$ to any upper limit $n_{2} w_{2}$ the definite integral is $\left(h_{2}-h_{1}\right)$.

The indefinite integral is a general expression giving the height of the surface at any and every point measured from any convenient datum level.
169. Definite Integral of Function of Independent Variables. -In integrating from point 1 to point 2 (distant from each other), the integration may be followed out along a great variety of paths, the only condition a suitable path has to fulfil being that it must pass through both points 1 and 2. The path may be curved in any fashion, or be zigzagged in any regular or irregular manner. The integration along every such path will evidently give the same result. If in fig. 28 the points 1 and 2 be distant from each other, the integration might first follow the directly north path 1 N , and then the directly west path N2. During the first part $\delta w$ would be continuously zero, and the integration would extend from latitude $n_{1}$ to latitude $n_{2}$, keeping constantly to the longitude
${ }^{2} 0_{1}$. During the second part, $\delta n$ would be continuously zero. The same result is obtained by integrating first from 1 to $W$ at constant latitude $n_{1}$, and then from W to 2 at constant longitude $w_{2}$.
170. Equation between Differences of Integrals.-Incidentally it may be noted that this gives, by converting the equation between the sums of these pairs of rises into an equation between the differences of the pairs of rises on opposite sides of the rectangle,

$$
\left[\int_{n_{1}}^{n_{2}} \frac{\partial h}{\partial n} d n\right]_{w_{1}}^{w_{2}}=\left[\int_{w_{1}}^{w_{2}} \frac{\partial h}{\partial w} d w\right]_{n_{1}}^{n_{2}}
$$

the left-hand expression meaning the difference between two integrations from latitude $n_{1}$ to latitude $n_{2}$, carried out along the meridians of longitude $w_{2}$ and $w_{1}$; while the right-hand similarly means the difference between two integrations each along a parallel of latitude and each between the same limits of longitude.
171. Indefinite Integral.-The indefinite integral $h$ may be obtained by first integrating along any meridian up to an undefined point, and then from that same point along a parallel of latitude an indefinite distance; or the integration along the parallel of latitude may be effected first, to be followed by the meridional integration. In either case the second integration must start from the same point as that at which the first finishes, this point, however, being any whatever.
172. Independent Functional Integration Constants. Although $n$ and $w$ may be varied quite independently, there is a relation between the law of the meridional section and that of the section of constant latitude which deserves notice. The equation of the meridional section, in which $n$ is the variable, changes from section to section, i.e., changes with the longitude. This equation, therefore, in general involves the longitude $w$. For any one such section the value of $w$ entering into it remains constant. Thus the general expression for $h$ may be taken as the sum of three terms, thus:-

$$
h=\mathbf{N}+\mathbf{F}(n, w)+\mathbf{W}
$$

where N is a function involving $n$ but not $w$; W a function involving $w$ but not $n$; and $\mathrm{F}(n, w)$ is the sum of such terms as involve both $n$ and $w$. The partial gradient for any meridional section is

$$
\frac{\partial h}{\partial n}=\mathbf{N}^{\prime}+\mathbf{F}_{n}^{\prime}(n, w)
$$

W being a constant in this differentiation.

The partial gradient for any section of equal latitude is

$$
\frac{\partial \hbar}{\partial w}=\mathrm{W}^{\prime}+\mathrm{F}_{w}^{\prime}(n, w) .
$$

These two formulæ exhibit clearly the necessary relation between the two partial gradients. They differ, first, in $\mathrm{N}^{\prime}$ and $\mathrm{W}^{\prime}$, which are respectively functions of $n$ alone and of $w$ alone, and between which parts, therefore, there is complete independence; and, secondly, in $\mathbf{F}_{n}^{\prime}(n w)$ and $\mathrm{F}_{w}^{\prime}(n w)$, which are different but not independent, being necessaxily related by the condition that they are the partial gradients of the same function involving both variables.
173. Independent Functional Integration Constants. Written in terms of independent variables $x, y$, and $\chi$ the integral function of $x y$, these formula become

$$
\begin{aligned}
\chi & =\mathrm{X}+\mathrm{F}(x, y)+\mathrm{Y} \\
\frac{\partial \chi}{\partial x} & =\mathrm{X}^{\prime}+\mathrm{F}_{x}^{\prime}(x y) \\
\frac{\partial \chi}{\partial y} & =\mathrm{Y}^{\prime}+\mathrm{F}_{y}^{\prime}(x, y)
\end{aligned}
$$

where X is a function of $x$ only, and Y is a function of $y$ only.
174. Complete Differentials.-In fig. 28 the slopes of the two lines 1W and N2 in the "North Elevation" give the westward gradient at the two latitudes $n_{1}$ and $n_{2}$. These lines are drawn parallel in fig. 28 because the points 1, 2 are close together, and for a first degree of approximation the difference of slopes through them may be neglected if the surface be continuous. If a second degree of approximation to accuracy be considered ; that is, if we investigate "second gradients," the difference between these two westward gradients must be taken into account. It is evidently

$$
\frac{d}{d n}\left(\frac{\partial h}{\partial w}\right) \cdot \delta n
$$

and the difference between the rise from N to 2 and the rise from 1 to W is

$$
\frac{d}{d n}\left(\frac{\partial h}{\partial w}\right) \cdot \delta n \cdot \delta w .
$$

Similarly, the difference between the northward gradients W2 and 1N as seen in the "West Elevation" of the same figure is

$$
\frac{d}{d w}\left(\frac{\partial h}{\partial n}\right) \cdot \delta w
$$

and the difference between the rise from W to 2 and the rise from 1 to N is

$$
\frac{d}{d w}\left(\frac{\partial h}{\partial n}\right) \cdot \delta w . \delta n
$$

But by $\S 170$ these differences equal each other. Cancelling out the common product $\delta n . \delta w$, we have the equality

$$
\frac{d}{d n}\left(\frac{\partial \pi}{\partial w}\right)=\frac{d}{d w}\left(\frac{\partial h}{\partial n}\right)
$$

Using the nomenclature of the enc of $\S 172$, since $\frac{d \mathrm{~W}^{\prime}}{d n}=0$, because $W^{\prime}$ does not involve $n$, and similarly $\frac{d \mathbf{N}^{\prime}}{d w}=0$, this equation becomes

$$
\frac{d}{d n}\left(\mathrm{~F}_{w}^{\prime}(n w)\right)=\operatorname{say} \mathrm{F}^{\prime \prime}{ }_{n w}(n w)=\frac{d}{d w}\left(\mathrm{~F}_{n}^{\prime}(n w)\right)=\operatorname{say} \mathrm{F}_{w n}^{\prime \prime}(n w)
$$

Thus it is indifferent whether the $n$ or the $w$ differentiation be taken first, and whether $\mathrm{F}^{\prime \prime}{ }_{n w}(n w)$ or $\mathrm{F}^{\prime \prime}{ }_{w n}(n w)$ be used as symbol.

Although these second-gradients, calculated in these two different ways, have the same value, they represent two perfectly distinct physical phenomena. The one is the northward rate of change of the westward gradient of $h$. The other is the westward rate of change of the northward gradient of $h$. That these are equal, whatever kinds of physical quantities be represented by $h, n$ and $w$, is a proposition of mathematical physics that is most interesting and fertile in its various concrete applications.
175. Second $x, y$-Gradient.- When two functions of $x$ and $y$ fulfil the condition of being the partial $x$ and $y$ gradients of one and the same function, then the function formed by adding the products of these functions by $\delta x$ and $\delta y$ respectively, is said to be a complete differential. Thus if $\frac{\partial \chi}{\partial x}$ and $\frac{\partial \chi}{\partial y}$ be the functions, ascertained to be the partial $x$ and $y$ gradients of the same function $x$, then

$$
\frac{\partial \chi}{\partial x} \cdot \delta x+\frac{\partial \chi}{\partial y} \cdot \delta y
$$

is a "complete differential," and this latter is said to be "integrable." If this has been found, by accurate deduction from correct observation of physical fact, to be the increment of a real
physical quantity, then it is certain that the function is theoretically integrable (although the integration may be impracticably difficult) and that its two parts will fulfil the condition of $\S 174$. Of course, it is easy for the pure mathematician to invent functions of this sort that are not integrable, and incorrect physical observation or inaccurate deduction from physical investigation may lead to differentials that are not integrable; but such have no real physical meaning.
176. Double Integration by $d x$ and $d y$.-Conversely, if any function of two independent variables, $x, y$, be twice integrated first by $d x$ and then by $d y$, the result will be the same as if first integrated by $d y$ and then by $d x$, being in either case the sum of a function dependent on both $x$ and $y$ and of two other functions depending separately, one of them on $x$ alone and the other on $y$ alone.

These two latter functions are introduced by the integrations in the same way as constants are introduced by integrations with respect to one variable; the one function being a constant with respect to one variable, and the other being a constant with respect to the other variable.

Thus, for example, if

$$
\frac{d^{2} x}{d x d y}=a+b x+c y+e x y
$$

then

$$
X=\overline{\mathrm{X}}+\mathrm{Y}+x y\left(a+\frac{b}{2} x+\frac{c}{2} y+\frac{e}{4} x y\right)
$$

where the laws of the functions X and Y must be determined by "limiting conditions."

The finding of $\chi$ from the given value of $\frac{d^{2} \chi}{d x d y}$ is called the double integration of this function, and is symbolised by

$$
\iint \frac{d^{2} x}{d x d y} d x d y
$$

or $\iint \phi(x y) d x d y$ if $\phi(x y)$ be the given functional form of $\frac{d^{2}}{d x} \frac{x}{d y}$.
177. Graphic representation of Double Integration by $d x$ and $d y$.-The meaning of the double integration of $\phi(x y)$ may be represented graphically in the following different manner.

Let $\phi(x y)$ be represented by the height of a surface from a datum plane, the co-ordinates parallel to this plane being $x$ and $y$.

Then the first integration $\int \phi(x y) d x$ may be considered as extending along a section perpendicular to the datum plane and parallel to the $x$-axis, in this integration $y$ being a constant. The result of this integration is a general formula for the area of any such section. Two such sections at the very small distance $\delta y$ apart will inclose between them, under the surface and above the datum plane, a volume equal to $\delta y$ multiplied by the area of the $y$-constant section at the middle of $\delta y$. This volume is, therefore, $\left\{\int \phi(x y) d x\right\} . \delta y$, and the whole volume under the surface and above the datum plane therefore properly represents $\iint \phi(x y) d x d y$. This geometric conception is more easily grasped if the integration be taken between limits.
178. Connection between Problems concerning One Independent Variable and those concerning Two Independent Variables.-In an investigation concerning two mutually dependent variablea, auch as those in Chapters I. to VII., the two variables may always be represented by the co-ordinates to a plane curve. This curve may be looked on as a plane section of a surface, the three co-ordinates to the points upon which are related to each other by the more general kind of law dealt with in this chapter. Thus the former problems may always be conceived of as the partial solutions of more general laws connecting three variables with only one specific relation between them. The problems of Chapters I. to VIL. may thus be considered special cases of more general problems of the kind now dealt with, and each of them might be deduced by specialising from a more general theorem.

## CHAPTER IX.

## MAXIMA AND MINIMA.

179. General Criterions.-In fig. 1 , at the parts $C, E, H, K$, R S, U, the $l$-gradient of $h$ is zero. The points C and K are places where $h$ rises to a maximum, the maximum K being greater than the maximum C, but the phrase "maximum" being understood to mean a value greater than any neighbouring value on either side. E is a place where $h$ falls to a minimum.

Thus the gradient falls to zero wherever there is either a maximum or a minimum value.

At the maxima points, C and K , the forward gradient passes through zero by changing from positive to negative, that is, the increase of the gradient is negative at these places.

At the minimum point $E$, the forward gradient changes from negative to positive, so that its increase is positive.

Thus the criterion for distinguishing between a maximum and a minimum is, that at the former the second gradient or second differential coefficient is negative, while at a minimum point it is positive.

It is not always, however, necessary to find the sign of the second gradient in order to make sure whether the point is a maximum or a minimum. For instance, if it be known that at the place where the first gradient is zero, the value of $h$ is positive, and if it be also known that at "two points near and on either side of this place the value of $h$ becomes zero, or of any positively less value than at this place of zero gradient, then evidently this place gives a maximum.

At the place $H$, fig. 1 , the second gradient is zero, because to the left of H it is negative, while to the right of H it is positive. This case of zero second-gradient occurring along with zero firstgradient is the limiting case coming in between the two previous ones, giving respectively maxima and minima; and it gives neither a maximum nor a minimum. This includes the case of the dead level RUS, where also both first and second gradients are zero.

Usually one's general knowledge of the physical phenomenon being investigated is sufficient, without need of evaluating the second gradient, to indicate whether or not there is any such point as H. That is, the practical man who thinks of what he is working at, and does not follow blindly mere mathematical formulas, runs substantially no risk of mistaking such a point as H for either a maximum or a minimum point.
180. Symmetry.-In very many practical problems conditions of symmetry show clearly where a maximum or minimum occurs withont the need of investigating either first or second gradient. Thus, if a beam be symmetrically supported, symmetrically loaded, and have a symmetrical variation of section on either side of a certain point of its length, which point is then properly called its centre, then the bending moment and the deflection each reach a maximum at this centre. Such considerations are to be utilised wherever possible, and their use is sometimes more profitable in practical result than the more strictly mathematical process.
181. Importance of Maxima in Practical work.-As examples
of the utility of these theorems may be cited the finding of the positions and magnitudes of maximum bending moments, of maximum stresses, of maximum deflections, of maximum velocities, of maximum accelerations of momentum, of the positions of rolling load on bridges to give maximum stress in any given member of the bridge, etc., etc. All these things are of special importance in the practical theory of engineering. In the jointing of pieces together in machines and static structures, it is never possible to obtain uniform stress over the various important sections of the joint. It is of the greatest importance to find the maximum intensities of stress on such sections, because the safety of the construction depends on the maximum, hardly ever upon the average, stress. The average stress on the section is found by dividing the whole load on the section by the whole area of the section. Such average stresses are often very different from the maximum stress, and no reliance ought to be placed upon them as measures of strength and safety.

Another class of technical problems in which maxima points are of paramount importance is that in which two or more sets of variable driving efforts, or of variable resistances, are superimposed in a machine. Thus a first approximation to the turning moment on the crank shaft of a steam engine of one cylinder, makes this moment vary as $\sin a$, where $a$ is the angle at which the crank stands from the dead point. If there be two cylinders in which the total steam pressures are $P_{1}$ and $P_{2}$, constant throughout the stroke, and the two cranks, keyed on the same shaft, stand apart by an angle $A$; then $a$ being the angle from dead point of one crank, $(a+\mathrm{A})$ is that of the other. A remains constant while $a$ varies. If $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ be the two strokes, the total turning moment on the shaft is

$$
\frac{1}{2}\left\{\mathrm{~S}_{1} \mathrm{P}_{1} \sin a+\mathrm{S}_{2} \mathrm{P}_{2} \sin (a+\mathrm{A})\right\}
$$

which reaches a maximum when its $a$-gradient is zero; that is, when

$$
\frac{\cos a}{\cos (a+\mathrm{A})}=-\frac{\mathrm{S}_{2} \mathrm{P}_{2}}{\mathrm{~S}_{1} \mathrm{P}_{1}}
$$

This ratio is minus unity when $\mathrm{S}_{2} \mathrm{P}_{2}=\mathrm{S}_{1} \mathrm{P}_{1}$; and if, further, $\mathrm{A}=90^{\circ}$, then $a=45^{\circ}$ at the maximum.
182. Connecting Rod Bending Moments.-The connecting rod of an engine is at each instant bent by transverse accelerations of momentum, which, taken per inch length, would increase uniformly from zero at the crosshead to a certain amount at the crank end if the section of the rod were uniform. The
actual bending moments on the rod follow nearly the law due to this distribution of load, because the excess of weight in each head is approximately centred at the point of support at either end and, therefore, does not affect the bending moments.

If $L$ be the whole length; $l$ the length to any section from the crosshead; $w$ the transverse load per inch at the crank end: then $\frac{w l}{\mathrm{~L}}$ is the load per inch at $l$. On the section at $l$, therefore, the bending moment is $\left\{\frac{w \mathrm{~L}}{6} \cdot l-\frac{w l^{2}}{2 \mathrm{~L}} \cdot \frac{l}{3}\right\}$.

The first l-gradient of this is zero at the point of maximum moment ; that is, this point has a distance $l$ given by

$$
\frac{w \mathrm{~L}}{6}-\frac{w l^{2}}{2 \mathrm{~L}}=0
$$

or

$$
l=\frac{\mathrm{L}}{\sqrt{3}}=\cdot 5773 \mathrm{~L}
$$

Inserting this value of $l$ in the general value of the moment, we find as the maximum moment

$$
\left\{\frac{w \mathrm{~L}}{6} \cdot \frac{\mathrm{~L}}{\sqrt{3}}-\frac{w \mathrm{~L}^{3}}{\mathrm{~L} 6 \times 3 \sqrt{3}}\right\}=\cdot 06415 w \mathrm{~L}^{2}
$$

which may be compared with $0625 w \mathrm{~L}^{2}$, which is the central moment in the case of the same total load, $\frac{1}{2} w \mathrm{~L}$ being uniformly distributed along the whole span. It is $2 \frac{1}{2} \%$ greater than this latter, and its position is $7 \frac{1}{2} \%$ of the span away from the centre.
183. Position of Supports giving Minimum Value to the Maximum Bending Moment on a Beam. -The following illustrates how maxima of arithmetic, as distinguished from algebraic, quantities may sometimes be found without use of a differential coefficient. If a beam, freely supported, overhang its supports equally at the two ends, and be uniformly loaded; then certain positions for the supports will make the maximum moment less than for any other positions of these supports.

Let L and $w$ per inch be the total length and the load, and $l$ the span between the supports. The bending moment on the section over each support is $w \cdot \frac{\mathrm{~L}-l}{2} \cdot \frac{\mathrm{~L}-l}{4}=\frac{w}{8}(\mathrm{~L}-l)^{2}$. The central moment, taking it of opposite sign, is

$$
\frac{w \mathrm{~L}}{2} \cdot \frac{l}{2}-\frac{w \mathrm{~L}}{2} \cdot \frac{\mathrm{~L}}{4}=\frac{w \mathrm{~L}}{4}\left(l-\frac{\mathrm{L}}{2}\right) .
$$

If this latter be negative, i.e., if $l<\frac{\mathrm{L}}{2}$, these two moments will be of the same physical sign; that is, the beam will be bent convex on its upper surface throughout its whole length. If $l>\frac{\mathrm{L}}{2}$, a certain central length will be concave on the upper surface, and inside and outside this length the moments will be of opposite sign. As $l$ is made larger, the magnitude of the central moment becomes always larger and that of the moment at the supports always smaller. Therefore, neither has any algebraic maximum. But when they are arithmetically equal, their common arithmetic magnitude is then less than the magnitude of the greater of the two for any other span. So that, irrespective of sign, the minimum of the arithmetic magnitudes of the three maximum moments is reached when

$$
\frac{w}{8}(\mathrm{~L}-l)^{2}=\frac{w \mathrm{~L}}{4}\left(l-\frac{\mathrm{L}}{2}\right)
$$

or

$$
l=\cdot 5858 \mathrm{~L} \text { and } \frac{\mathrm{L}-l}{2}=\cdot 2071 \mathrm{~L}
$$

Inserting this value of $l$ in either formula for the moment we find

$$
\text { Central moment }=\text { moment over each support }=\cdot 02144 w \mathrm{~L}^{2}
$$

which is only $17 \%$ of the central moment on the same beam with same load when supported at the two ends. This fact may be regarded as the basis of the great economy of the modern "cantilever" style of bridge building.
184. Position of Rolling Load for Maximum Moment and for Maximum Shear.-The next example shows how reasoning about increments, instead of differential coefficients, may be used to find maximum values.

The bending moment produced by a load on any section of a girder, supported freely at its ends, is of the same sign wherever the load be placed within the span. Therefore the moment on each and every section produced by a uniform rolling load reaches a maximum when the load covers the whole span.

The right-handed integral shear stress on each section equals the supporting force at the left-hand support, minus the load applied between this support and the section. Therefore, any load applied right of the section increases this shear stress, because it increases the left supporting force and leaves unaltered the load between it and the section. But a load applied left of the section decreases the same stress, because it increases the left supporting force less
than it increases the load between it and the section. Therefore the right-handed shear stress on any section due to a uniform rolling load reaches a maximum when the load covers the whole of that part of the span to the right of the section, but covers none to the left of $i t$. The left-handed shear stress reaches its maximum when the part 'eft of the section is covered. The arithmetic maximum of the stress is reached when the larger of the two segments into which the section divides the span is covered while the shorter is empty.
185. Most Economical Shape for I Girder Section. - The economic proportioning of sections is illustrated by the following.

Let $M$ be the bending moment strength of an I girder, whose depth is H outside the flanges and $h$ inside them, and whose flange breadth is B and web thickness $w \mathrm{~B}$.

Let the area of its cross-section be called $\mathbf{S}$.
Then the moment strength per square inch of section may easily be shown to be

$$
\frac{\mathrm{M}}{\mathrm{~S}}=\frac{h}{6 \mathrm{H}} \cdot \frac{\mathrm{H}^{3}-(1-w) h^{3}}{\mathrm{H}} \frac{(1-w) h}{-(1)}
$$

If $H$ and $h$ be increased in the same proportion, this $\frac{M}{S}$ will increase in proportion to the first power of either of them, large sections being always stronger and stiffer per square inch than small ones. It also increases if H is increased without alteration of $h$. $\frac{\mathrm{M}}{\mathrm{S}}$ also increases as $w$ is decreased towards zero, the web section contributing to the moment strength less than the flange section and, therefore, less than the average for the whole section. If, however, the web thickness be supposed fixed in accordance with the requirements of shear strength, and if $h$ be diminished while $H$ is unaltered, thereby thickening the flanges internally, this flange thickening will, up to a certain limit, increase the economy of the section, beyond which a further thickening will decrease it again. The $h$-gradient of $\frac{M}{S}$ is

$$
\frac{k}{6 \mathrm{H}} \cdot \frac{-3(1-w) h^{2}\{\mathrm{H}-(1-w) h\}+(1-w)\left\{\mathrm{H}^{3}-(1-w) h^{3}\right\}}{\{\mathrm{H}-(1-w) h\}^{2}} .
$$

If this be equated to zero, there results

$$
2(1-w)\left(\frac{h}{\bar{H}}\right)^{8}-3\left(\frac{h}{\bar{H}}\right)^{2}+1=0
$$

This is a cubic equation giving the most economical depth inside
the flanges when that outside the flanges, as also the ratio wof web thickness to flange width, are fixed by other considerations. This ratio between $h$ and $H$ essentially depends on $w$; if $w=0$, giving zero thickness to the web, the above equation gives $h=\mathrm{H}$, i.e., gives zero thickness to the flange also, or the whole section shrinks to zero area. When $w=\cdot \mathbf{5}$, it gives $h / \mathrm{H}=\cdot 6527$. A useful exercise for the engineering student is to solve this equation for values of $w$ ranging up to $\cdot 5$. The solution can be very easily effected by the method of solving for $w$ taking a series of values of $h / \mathrm{H}$ ranging from 1 down to $\cdot 6$; tabulating these graphically as a curve; and then reading from the curve the $h / \mathrm{H}$ for any desired values of $w$.*
186. Most Economical Proportions for a Warren Girder.The economic proportioning of general dimensions is the subject of the next example.

If a Warren girder of height $H$, and length of bay $B$, have the bay width B made up of $b$ the horizontal projection of a tie-brace and $(\mathrm{B}-b)$ the horizontal projection of a strut brace; then the weight of material $G$ required to give the structure strength to carry the desired load, exclusive of that spent in jointing the various members together, may be expressed by a formula of six terms involving, besides $\mathrm{H}, \mathrm{B}$ and $b$, also the span, the load, the stresses allowed on the sections, and four numerical coefficients which do not vary with the $\mathbf{H}$ nor with the span or load nor with the ratio $\overline{\bar{B}}$ and vary very little with the number of bays. The same formula may be applied to any pattern of lattice girder by suitably adjusting the numerical coefficients.

Four terms of this weight decrease as H increases, while two increase. A certain girder depth $H$ will, therefore, be most economical in expenditure of material. Assuming everything but H to remain constant, and equating the H -gradient of the above to zero, there is obtained the best girder depth.

Again, the girder weight contains two terms increasing with $B$ and two others decreasing with B . Assuming the ratio $\frac{b}{\mathrm{~B}}$ and all other quantities except $B$ to be kept unaltered and equating the B-gradient of $G$ to zero, we obtain a formula for the most economical bay width for given span and height, which gives also indirectly the best number of bays to insert in the given span. This formula cannot, however, be precisely followed, because the number of bays must necessarily be a whole number while the equation gives in general a fractional number.

The girder weight also varies with $b$ in two terms, one of which

[^27]increases while the other decreases with $b$. Considering everything but $b$ as fixed, and putting the $b$-gradient equal to zero, a rule is found for proportioning the length of the ties to that of the struts.

These results are not formulated here because to guard against their incorrect application requires rather more explanation of special bridge-building detail than is suitable to this treatise.
187. Minimum Sum of Annual Charge on Prime Cost and of Working Cost.-Very many technical problems are, or ought to be, solved by reducing to a minimum the sum of two main costs : first, the initial cost of construction and other necessary preliminary expenses; second, the cost of working, maintenance, and repair. These can only be added when reduced to terms rationally comparable, and this is usually done by reducing both to an annual cost or charge. Interest on all initial expenses, including prime cost of actual construction, is to be added to an annual charge to provide for a sinking fund to reproduce the capital after a period within which it is estimated that the plant will become useless from being worn out, or having become obsolete -which aunual charge is often referred to as "depreciation"and this forms the first part of the whole cost. The second part consists of wages, materials used up in working, power for driving, etc. If the initial expenditure be skilfully and wisely spent, its increase nearly always, within limits, decreases the working expenses. It follows that in most if not all cases a certain initial expenditure is that that will make the total annual cost a mini mum. Thus the adoption of a larger ratio of expansion in a steam engine will, within certain limits, diminish the consumption of water and of coal required to produce any required horse-power; but it will necessitate a larger and more expensive engine for this same horse-power, which will be, moreover, more costly to keep in good werking order ; and this is the real consideration which ought to determine the commercially most economic cut-off in steam engines. Lord Kelvin's calculation of the best cross-sectional area of electrical leads is another example of this kind of problem.
188. Most Economical Size for Water Pipes.-The following is a similar example directed to the calculation of the most economic diameter of water pipes, first published by the author in 1888.

If a given weight or volume of water is to be delivered per hour at a certain station at a certain pressure, this means the same thing as delivering so much water horse-power at this station. Let this horse-power be called $H$, and the pressure demanded at the point of delivery $p$; let $L$ be the distance from the pumping or gravity-
power station, and $d$ be the internal diameter of the pipe. Then the loss of power in transmission, through friction and viscosity (exclusive of loss at bends and valves), can be shown to be nearly $a \frac{L^{3}}{p^{3} d^{5}}$, where $a$ is a numerical coefficient dependent on the smoothness of the inside surface of the pipe and on the shape of cross section. If $q$ be the cost per hour of generating 1 horse-power, and if the delivery be continued for $T$ hours per year ; then the cost of this waste horse-power per year is

$$
q \mathbf{T} a \cdot \frac{\mathrm{LH}^{3}}{p^{3} d^{5}}
$$

The prime cost of pipes and pipe-laying (including trenching) may be taken as the sum of two terms, the first proportional to the length $L$, and independent of the size of pipe; the second proportional to the quantity of metal in the pipe. The thickness of pipe requires to be designed according to the formula $\left(A+\frac{p d}{\bar{B}}\right)$ where $A$ and $B$ are constants. The part of the initial cost which varies with the diameter will, therefore, give an annual cost in interest and depreciation of

$$
r \mathrm{~L} d\left(\mathrm{~A}+\frac{p d}{\mathrm{~B}}\right)
$$

where $r$ is a factor dependent on (1) the price of iron; (2) the nature of the ground to be trenched; and (3) the prevailing rate of interest on money.

That part of the total annual cost which varies with the size of the pipe is, therefore,

$$
q \mathrm{~T} a \frac{\mathrm{LH}^{3}}{p^{3} d^{5}}+r \mathrm{~L} d\left(\mathrm{~A}+\frac{p d}{\mathrm{~B}}\right)
$$

Equate the $d$-gradient of this to zero; the result is

$$
\left(\mathrm{A}+2 \frac{p d}{\mathrm{~B}}\right) d^{6}=5 \cdot \frac{q a}{r} \cdot \mathrm{~T} \cdot\left(\frac{\mathrm{H}}{p}\right)^{3}
$$

an equation for the determination of $d$, which, although of the 7th degree, is very easily solved with the help of Barlow's Tables of powers. Other things being equal, it makes the diameter vary according to a power of $\frac{H}{p}$ lying between $\frac{1}{2}$ and $\frac{8}{7}$.*

[^28]189. Maximum Economy Problems in Electric Transmission of Energy.-Calculations of maxima enter into many important problems in electric engineering. Let an electric current generator exert an E.M.F. equal to $\mathbf{E}$, and that part of the electric resistance of the circuit under the control of the supply company be $R$, while the rest of the circuit has a resistance $r$. Then the current is $\frac{E}{R+r}$ if there be no counter E.M.F. The electric work per second in the external resistance $r$ is $\frac{\mathrm{E}^{2} r}{(\mathrm{R}+r)^{2}}$. If it be desired to make this as great as possible by adjusting $r$ without alteration in either E or R , we find the $r$-gradient of this external work to be zero when $r=R$, and the external work is then $\frac{\mathrm{E}^{2}}{4 r}$, the whole work being double this.

If there be an external counter E.M.F. equal to $e$, the current is $\frac{(\mathrm{E}-e)}{\mathrm{R}+r}$ and the work done on the counter E.M.F. is $\frac{(\mathrm{E}-e) e}{\mathrm{R}+r}$. This work continuously decreases as either $r$ or R is increased without change in E or $e$. If $\mathrm{E}, \mathrm{R}$, and $r$ be fixed while $e$ is adjustable, the e-gradient of this work is $\frac{\mathrm{E}-2 e}{\mathrm{R}+r}$, which becomes zero when $e=\frac{1}{2} \mathrm{E}$, giving the maximum work that can be done on $e$ under these conditions equal to $\frac{\mathrm{E}^{2}}{4(\mathrm{R}+r)}$ and the efficiency $\frac{e}{\mathrm{E}}$ equal to $\frac{1}{2}$. This gives maximum motor work under the prescribed conditions, not maximum effciency.

In the early days of attempted transmission of power by electric current, it was helieved by many that this showed that no higher efficiency than $\frac{1}{2}$ could be reached in such transmission. This misapprehension was acted upon practically by electricians of good rcputation, and retarded progress in this branch of engineering.

The efficiency of the transmission is $\frac{e}{\mathrm{E}}$, and this can be made nearly unity by making $e$ nearly equal to E . By so doing, the excess of driving over driven E.M.F., namely ( $\mathrm{E}-e$ ), is diminished, and the current and horse-power delivered are diminished unless the decrease so effected be neutralised by increase in $e$, and, therefore, also in E , or by decrease in $\mathrm{R}+r$. With small resistances, how-
an old established firm of water engineers had empirically framed a rule which was nearly identical with the above.
ever, combined with high voltages, large horse-powers can be transmitted with high electric efficiency. The necessary voltages and resistances required to deliver any required horse-power with any given efficiency are easy to calculate, but the calculations do not illustrate the subject of this chapter.

A large number of electric transmission calculations of values giving maximum economy, etc., under various conditions, may be found in a series of articles by the author in Industries, 1889.*
190. Maxima of Function of Two Independent Variables.If a function of two independent variables be represented by the height of a surface with the two variables as horizontal co-ordinates, then any plane vertical section will give a curve which will rise to maximum height or fall to minimum height where the partial first gradient is zero, and the partial second gradient is not zero. If two such sections cross each other at a surface point where the partial first gradients are zero in both sections, then the surface is level throughout a small extent all round the intersection point. There are six cases to be distinguished.
(I) The partial second gradient is positive in both sections; then the point is at the bottom of a hollow in the surface, all neighbouring points being higher; so that the value of the function represented by the height is here a minimum.
(2) The partial second gradients in the two sections are both negative; then the point is at the top of a convexity or globular part of the surface, all neighbouring points being lower; so that the value of the height function is here a maximum.
(3) The one partial second gradient is positive, while the other is negative. Here the surface is anticlinal, or saddleshaped ; it is hollow in one direction, and round in the other. This gives neither minimum nor maximum value to the height function.
(4) The one partial second gradient is positive, while the other is zero, passing from positive to negative. Here the part of the surface is the junction between a hollow portion lying on one side of a vertical plane and an anticlinal portion lying on the other side of the same; and the height function is again at neither maximum nor minimum value.
(5) The one may be negative, while, as in (4), the other is zero.

[^29]There is here indicated the junction between a round portion and an anticlinal portion; and again neither maximum nor minimum occurs here.
(6) Again both may be zero. Here two semi-anticlinal surfaces join together, and the point gives neither maximum nor minimum.
The first two cases alone are important as regards finding maximum and minimum values. In these cases both first gradients are zero, and the second gradients are of the same sign. To find the maximum or minimum values of a function of two independent variables, the process is to equate the two partial first gradients to zero, and combine these two equations as simultaneous ones. Afterwards the second gradients should be examined as to sign if the physical character of the problem is not so plain as to make this unnecessary.
191. Most Economic Location of Junction of Three Branch Railways.-As an illustration of this process, take an elementary problem in the theory of railway location. Three centres of traffic are supposed situated in a plain across which the construction of the railway is equally easy in all directions. The three centres are to be joined by three branch lines radiating from a junction, the finding of the best position for which junction is the problem proposed. The traffic issuing from and entering each centre is the sum of the two traffics between it and the other two (inclusive possibly of traffic going through these to more distant points). The importance of the three traffics to and from the three centres being properly measured, and being here symbolised by $\mathrm{A}, \mathrm{B}$, and C ; and the distances of the three centres from the junction being called $a, b, c$; the correct solution of this problem means the logation of the junction so as to give a minimum value to

$$
\mathrm{A} a+\mathrm{B} b+\mathrm{C} c
$$

$\mathrm{A}, \mathrm{B}, \mathrm{C}$ being given, while $a, b, c$ are to be found.
Referring to the notation of fig. 29, in which the distance between the points of traffic A and C is called L , and the projection on $L$ of the distance between the points of traffic $A$ and $B$ is called $\lambda$, while the projection of the same perpendicular to $L$ is called $H$; the problem may be conveniently stated to be to find the co-ordinates $l$ and $h$ of the best junction.

We have with this notation

$$
a=\left\{l^{2}+h^{2}\right\}^{\frac{1}{2}} \quad b=\left\{(\lambda-l)^{2}+(\mathrm{H}-h)^{2}\right\}^{\frac{1}{2}} \quad c=\left\{(\mathrm{L}-l)^{2}+h^{2}\right\}^{\frac{1}{2}} .
$$

The two partial $l$ and $h$ gradients of ( $\mathrm{A} a+\mathrm{B} l+\mathrm{C} c)$ are taken; thus


Therefore equating both partial gradients to zero, we obtain the simultaneous equations

$$
\left.\begin{array}{l}
A \cos \alpha-\mathrm{B} \cos \beta+\mathrm{C} \cos \gamma=0 \\
\mathrm{~A} \sin \alpha-\mathrm{B} \sin \beta+\mathrm{C} \sin \gamma=0
\end{array}\right\} .
$$

Eliminating the terms in $\mathbf{B}$ by cross-multiplication, and again similarly eliminating the terms in $\mathbf{C}$, there are obtained the two ratios

$$
\frac{A}{C}=\frac{\sin (\gamma-\beta)}{\sin (\beta-a)}=\frac{\sin \left(180^{\circ}+\beta-\gamma\right)}{\sin \left(180^{\circ}+a-\beta\right)}
$$

and

$$
\frac{\mathrm{A}}{\mathrm{~B}}=\frac{\sin (\gamma-\beta)}{\sin (\gamma-a)}=\frac{\sin \left(180^{\circ}+\beta-\gamma\right)}{\sin (\gamma-a)} .
$$

By reference to the figure it will be seen that the three angles entering into these ratios, namely, $\left(180^{\circ}+\beta-\gamma\right),\left(180^{\circ}+\alpha-\beta\right)$,
and $(\gamma-a)$, are the three angles between $b$ and $c, a$ and $b, c$ and $a$. Since the sides of a triangle are proportional to the sines of the opposite angles, it follows immediately that these three angles $\hat{b} c, \hat{a b}$, and $\hat{c} a$, to which the three branches are to be adjusted, are the exterior angles of a triangle whose sides are made equal (to any convenient scale) to $\mathrm{A}, \mathrm{C}$, and B . By constructing this triangle these angles can be found, and by drawing upon two of the lines joining two pairs of centres of traffic two arcs of circles containing these angles, the proper junction is located as the intersection of these ares.

This result may be perceived more directly by noticing that the two partial gradients to be equated to zero are, one the sum of the projections on $L$, and the other the sum of the projections on $H$, of $A, B, C$, measured along the lines $a, b, c$, outwards from the junction. Other maximum problems of technical interest are solved in Appendices I., K., L.

## CHAPTER X.

## INTEGRATION OF DIFFERENTIAL EQUATIONS.

192. Explicit and Implicit Relations between Gradients and Variables.-The utility of the art of integration arises from the fact that in the investigation of phenomena it often happens that the discovery of the ratio between simultaneous increments (or gradient) of mutually related quantities is effected more easily by direct observation than is the discovery of the main complete relation between these same quantities. This complete relation is then logically deduced by the help of integration, combined with the further observation of special or "limiting" values. The complete relation being less general than the differential relation, there appears in it an "arbitrary constant" whose value is not given by the differential relation, and which value must be discovered by examination of the "limiting conditions." The differential relation applies equally well to a whole "family" of integral relations which differ among themselves in respect of these limiting conditions.

If, when the differential relation is expressed as an equation, the gradient can be placed alone on one side of the equation, while on the other appears a function of one only of the mutually dependent variables; then, in order to establish the integral relation, nothing
more has to be done than to integrate this latter function directly according to one or other of the methods explained in previous chapters, or given in the appended Classified Reference List of Integrals. This is the case of the gradient being expressed as an explicit function of one of the variables.

If, however, the differential equation involve the gradient and both variables in such a way that the above simple separation does not appear ; that is, if the gradient appear as an implicit function of the variables; then either the implicitness of the relation must be got rid of by some algebraic process, or else a special method of integration must be employed. This process is called the "solution" of the differential equation.
193. Degree and Order of an Equation. Nomenclature.-An ordinary algebraic equation is said to be of the $n^{\text {th }}$ power or degree when it involves the $n^{\text {th }}$ power of the "unknown" quantity or of either of the "variables." In a differential equation, the gradients being the quantities to be got rid of by integration, the equation is said to be of the $n^{\text {th }}$ degree when the $n^{\text {th }}$ power of the highest occurring gradient is involved in it.

If it involve a second gradient $\left(\frac{d^{2} \mathrm{X}}{d x^{2}}\right)$, it is said to be of the second order. If it involve an $n^{\text {th }}$ gradient, it is said to be of the $n^{\text {th }}$ order.

The integral relation deduced from the differential equation may be called the integral equation, but is also called the primitive equation.

In what follows $\mathrm{X}^{\prime}$ will mean $\frac{d \mathrm{X}}{d x}$;

$$
\text { and } f^{\prime}(x) \equiv \frac{d f(x)}{d x} ; f^{\prime}(\mathbf{X}) \equiv \frac{d f(\mathbf{X})}{d \mathbf{X}}-\operatorname{not} \frac{d f(\mathbf{X})}{d x} ; f^{\prime}\left(\mathbf{X}^{\prime}\right) \equiv \frac{d f\left(\mathbf{X}^{\prime}\right)}{d \mathbf{X}^{\prime}} .
$$

194. $\mathrm{X}^{\prime}=f(x)$.

The form of differential equation simplest to integrate is the explicit relation,

$$
\mathrm{X}^{\prime}=f(x)
$$

where $f(x)$ is a function involving the variable $x$ alone, and not X . This is equivalent to

$$
d \mathbf{X}=f(x) d x
$$

and if $f()$ is integrable by help of any of the formulas in the Reference List, the integration can be effected at once; thus:-

$$
\mathbf{X}=\int f(x) d x+\mathbf{C}
$$

where C is the constant of integration.
195. $\mathrm{X}^{\prime}=f(\mathrm{X})$.

$$
\text { Again, if } \quad \mathrm{X}^{\prime}=f(\mathrm{X})
$$

where $f(\mathrm{X})$ involves X only and not $x$, then

$$
\frac{d \mathrm{X}}{f(\overline{\mathrm{X}})}=d x
$$

and direct integration of $\frac{1}{f()}$, if it be possible by one of the formulas in the Reference List, gives the integral relation between X and $x$

$$
\int \frac{d \mathrm{X}}{f(\mathrm{X})}=x+\mathrm{C}
$$

As an example, if $f(\mathrm{X})=\mathrm{X}$; then $\log _{e} \mathrm{X}=x+\mathrm{C}$.
As another example, if $f(\mathrm{X})=\sin \mathrm{X}$; then $\log _{e} \tan \frac{\mathrm{X}}{2}=x+\mathrm{C}$.
196. $\mathrm{X}^{\prime}=f(x) \mathrm{F}(\mathrm{X})$.

Again, if the differential relation be found in the form

$$
\mathrm{X}^{\prime}=f(x) \mathrm{F}(\mathrm{X})
$$

where $f(x)$ is a function involving $x$ and not X ,
while $\mathrm{F}(\mathrm{X}) \quad, \quad, \quad \mathrm{X} \quad, \quad x$;
then

$$
\frac{d \mathrm{X}}{\mathrm{~F}(\mathrm{X})}=f(x) d x
$$

and

$$
\int \frac{d \mathbf{X}}{\mathrm{~F}(\mathrm{X})}=\int f(x) d x+\mathrm{C}
$$

which gives the integral solution if both these integrals can be found directly.

As an example, take

$$
\mathbf{X}^{\prime}=\cos x \sin \mathbf{X}
$$

then

$$
\log _{e} \tan \frac{X}{2}=\sin x+C .
$$

The case of $\S 195$ is only a special case of the more general method of the present article, namely, the case in which $f(x)=1$; while that of § 194 is the other special case in which $F(X)=1$.

In all these cases $X^{\prime}$ has been found as a function of $x$ and $X$ in a form in which $\mathrm{X}^{\prime}, x$, and X can be completely separated as distinct terms or factors in the equation.
197. $x=f\left(\mathrm{X}^{\prime}\right)$.

Suppose now that a certain function of the gradient $\mathrm{X}^{\prime}$ is found to equal $x$; thus,

$$
x=f\left(\mathrm{X}^{\prime}\right) .
$$

This equation may be capable of easy algebraic solution so as to give $\mathrm{X}^{\prime}$ as an explicit function of $x$; thus,

$$
\mathrm{X}^{\prime}=f^{-1}(x)
$$

where $f^{-1}()$ means the function that is the inverse of $f()$. It must be noted that such a solution has in general more than one root. Thus, if $f\left(\mathrm{X}^{\prime}\right)$ be a quadratic rational function of $\mathrm{X}^{\prime}$, there are two roots. This solution can then be dealt with by $\S 194$; thus,

$$
\mathrm{X}=\int f^{-1}(x) d x+\mathrm{C}
$$

provided the function $f^{-1}()$ turns out to be directly integrable.
This method, however, may be impracticable, or else may involve more labour than the following.

Take the X-gradient of

$$
\begin{gathered}
x=f\left(\mathrm{X}^{\prime}\right) \\
\frac{d x}{d \mathrm{X}}=\frac{1}{\mathrm{X}^{\prime}}=f^{\prime}\left(\mathrm{X}^{\prime}\right) \frac{d \mathrm{X}^{\prime}}{d \mathrm{X}}
\end{gathered}
$$

from which we deduce by transposition

$$
d \mathrm{X}=\mathrm{X}^{\prime} f^{\prime}\left(\mathrm{X}^{\prime}\right) d \mathrm{X}^{\prime}
$$

and

$$
\mathrm{X}=\int \mathrm{X}^{\prime} f^{\prime}\left(\mathrm{X}^{\prime}\right) d \mathrm{X}^{\prime}+\mathrm{C}
$$

Here $\int \mathrm{X}^{\prime} f^{\prime}\left(\mathrm{X}^{\prime}\right) d \mathrm{X}^{\prime}$ is the same function of $\mathrm{X}^{\prime}$ as $\int x f^{\prime}(x) / l x$ would be of $x$; and if $x f^{\prime}(x)$ is directly integrable by $d x$, the above can be directly found as a function of $\mathrm{X}^{\prime}$. Let this function be called $\phi\left(X^{\prime}\right)$, and suppose it expressed in terms of $X^{\prime}$. Then from the two simultaneous equations, of which the first is the original differential equation,

$$
\left.\begin{array}{l}
x=f\left(\mathrm{X}^{\prime}\right) \\
\text { and } \quad \mathrm{X}=\phi\left(\mathrm{X}^{\prime}\right)+\mathrm{C}
\end{array}\right\}
$$

$\mathrm{X}^{\prime}$ can be eliminated so as to leave an equation involving only $x$ and $X$. This is the integral solution of the given differential equation.

As an example let

$$
x=\sin \mathrm{X}^{\prime} .
$$

Then

$$
f^{\prime}\left(\mathrm{X}^{\prime}\right)=\cos \mathrm{X}^{\prime}
$$

and

$$
\begin{aligned}
\int \mathrm{X}^{\prime} \cos \mathrm{X}^{\prime} d \mathrm{X}^{\prime} & =\mathrm{X}^{\prime} \sin \mathrm{X}^{\prime}+\cos \mathrm{X}^{\prime} \\
& =x \mathrm{X}^{\prime}+\left(1-x^{2}\right)^{\frac{1}{2}}=x \sin ^{-1} x+\left(1-x^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Therefore

$$
\mathrm{X}=x \sin ^{-1} x+\left(1-x^{2}\right)^{\frac{1}{2}}+\mathrm{C}
$$

The same result is obtained by solving the given differential equation for $\mathrm{X}^{\prime}$, viz., thus $\mathrm{X}^{\prime}=\sin ^{-1} x$, and integrating directly from this.
198. $\mathrm{X}=f\left(\mathrm{X}^{\prime}\right)$.

If the implicit relation is found in the form

$$
\mathrm{X}=f\left(\mathrm{X}^{\prime}\right)
$$

either the algebraic solution of this for $X^{\prime}$ may be obtained, whence the integration

$$
\int \frac{d \mathrm{X}}{f^{-1}(\mathrm{X})}=x+\mathrm{C} ;
$$

or else a method similar to that of last paragraph may be followed. Thus, taking the $x$-gradient,

$$
\mathrm{X}^{\prime}=f^{\prime}\left(\mathrm{X}^{\prime}\right) \frac{d \mathrm{X}^{\prime}}{d x}
$$

whence

$$
\int \frac{f^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}} d \mathrm{X}^{\prime}=\operatorname{say} \phi\left(\mathrm{X}^{\prime}\right)=x+\mathrm{C}
$$

this integration by $d \mathrm{X}^{\prime}$ involving $\mathrm{X}^{\prime}$ only, and giving some function of $X^{\prime}$, which is here symbolised by $\phi\left(X^{\prime}\right)$.

From the two simultaneous equations
and

$$
\left.\begin{array}{r}
\mathrm{X}=f\left(\mathrm{X}^{\prime}\right) \\
x+\mathrm{C}=\phi\left(\mathrm{X}^{\prime}\right)
\end{array}\right\}
$$

$\mathrm{X}^{\prime}$ is to be eliminated by ordinary algebraic means, leaving the integral equation involving only $x$ and X .
199. $m \mathrm{X}=\mathrm{X}^{\prime}$.
199. $m \mathrm{X}=\mathrm{X}^{\prime}$.
A particular case of the last is that of $f\left(\mathrm{X}^{\prime}\right)=\frac{1}{m} \mathrm{X}^{\prime}$. Here

$$
\mathrm{X}=\frac{1}{m} \mathrm{X}^{\prime}=\frac{1}{m} \frac{d \mathrm{X}}{d x}
$$

or

$$
d x=\frac{1}{m} \frac{d \mathbf{X}}{\bar{X}}
$$

the integration of which gives directly

$$
x=\frac{1}{m} \log _{e}(\mathrm{CX})
$$

In fact, in this case the differential formula of $\S 198$ reduces to that of $\S 195$, and is the first of the two examples of the result of $\S 195$ given in that paragraph.
200. $\mathrm{X}=x f\left(\mathrm{X}^{\prime}\right)$.

A differential formula only slightly different from that of $\S 198$, and to be dealt with in the same general manner, is

$$
\mathrm{X}=x f\left(\mathrm{X}^{\prime}\right) .
$$

Taking the $x$-gradients of both sides,

$$
\mathrm{X}^{\prime}=f\left(\mathrm{X}^{\prime}\right)+x f^{\prime}\left(\mathrm{X}^{\prime}\right) \frac{d \mathrm{X}^{\prime}}{d x}
$$

from which

$$
\frac{f^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}-f\left(\mathrm{X}^{\prime}\right)} d \mathrm{X}^{\prime}=\frac{d x}{x}
$$

and therefore

$$
\int \frac{f^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}-f\left(\mathrm{X}^{\prime}\right)} d \mathrm{X}^{\prime}=\operatorname{say} \phi\left(\mathrm{X}^{\prime}\right)=\log (\mathrm{C} x)
$$

From the two simultaneous equations
and

$$
\left.\begin{array}{rl}
\mathrm{X} & =x f\left(\mathrm{X}^{\prime}\right) \\
\log (\mathrm{C} x) & =\phi\left(\mathrm{X}^{\prime}\right)
\end{array}\right\}
$$

$\mathrm{X}^{\prime}$ is to be eliminated algebraically so as to leave the integral equation between $x$ and X .
201. $X=n x X^{\prime}$.

A particular case of the last formula, which is also at the same time a particular case of $\S 196$, is

$$
f\left(\mathbf{X}^{\prime}\right)=n \mathbf{X}^{\prime}
$$

or

$$
\mathbf{X}=n x \mathbf{X}^{\prime}
$$

or

$$
\frac{d \mathbf{X}}{\overline{\mathbf{X}}}=\frac{1}{n} \frac{d x}{x}
$$

whence by direct integration of each side

$$
\mathrm{X}=\mathrm{C} x^{\frac{1}{n}}
$$

202. $\mathrm{X}= \pm x \mathrm{X}^{\prime}+f\left(\mathrm{X}^{\prime}\right)$.

If the differential equation be of the more involved form

$$
\mathrm{X}=x \mathrm{X}^{\prime}+f\left(\mathrm{X}^{\prime}\right)
$$

by taking the $x$-gradients on both sides, there is obtained, $\mathrm{X}^{\prime}$ cancelling out from the two sides,

$$
0=\left\{x+f^{\prime}\left(\mathrm{X}^{\prime}\right)\right\} \mathrm{X}^{\prime \prime} .
$$

This equation has two solutions. The first is

$$
\mathrm{X}^{\prime \prime}=0
$$

whence

$$
\begin{aligned}
\mathrm{X}^{\prime}=\mathrm{C}_{1} \text { and } \mathrm{X} & =\mathrm{C}_{1} x+\mathrm{C}_{2} \\
& =\mathrm{C}_{1} x+f\left(\mathrm{C}_{1}\right)
\end{aligned}
$$

since $\mathrm{X}=x \mathrm{X}^{\prime}+f\left(\mathrm{X}^{\prime}\right)$ and $\mathrm{X}^{\prime}=\mathrm{C}_{1}$. This is a partial integration of the given differential equation.

The other solution is
From this and

$$
\left.\begin{array}{c}
x+f^{\prime}\left(\mathrm{X}^{\prime}\right)=0 \\
\mathrm{X}=x \mathrm{X}^{\prime}+f\left(\mathrm{X}^{\prime}\right)
\end{array}\right\}
$$

treated as simultaneous equations, $X^{\prime}$ may be algebraically eliminated, leaving an equation giving X in terms of $x$ either explicitly or implicitly. Let this equation be symbolised by $\phi(x, \overline{\mathbf{X}})=0$. This $\phi(x, \mathrm{X})=0$ is a second partial solution of the given differential equation.

The combination of these two partial solutions gives the complete solution in its most general form, which, in application to whatever physical problem may be in hand, must be particularised by the insertion of the "limiting conditions." These limiting conditions sometimes exclude one of the "partial" solutions as impossible, leaving the other partial solution as the full true solution of the particular physical problem in hand.

The solution of a more generalised form of this differential equation is given in $\$ 210$, the method of solution depending on that of § 208 .

A form differing from the last only in the sign of $x \mathrm{X}^{\prime}$ is

$$
\mathrm{X}+x \mathrm{X}^{\prime}=f\left(\mathrm{X}^{\prime}\right)
$$

Here $\mathrm{X}+x \mathrm{X}^{\prime}$ is the $x$-gradient of $x \mathrm{X}$.

Therefore, the integration gives

$$
x \mathbf{X}=\int f\left(\mathbf{X}^{\prime}\right) \cdot d x=\int \frac{f\left(\mathbf{X}^{\prime}\right)}{\mathbf{X}^{\prime \prime}} \cdot d \mathbf{X}^{\prime} ;
$$

and, if $X^{\prime \prime}$ be expressible in terms of $X^{\prime}$ alone and the function $\frac{f\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime \prime}}$ be integrable by $d \mathrm{X}^{\prime}$, this integration will give an equation between $x, \mathrm{X}$, and $\mathrm{X}^{\prime}$, between which and the original equation, $\mathrm{X}^{\prime}$ may be algebraically eliminated, leaving one involving only $x$ and $X$.
203. Homogeneous Rational Functions. - If the relation between $x, \mathrm{X}$, and $\mathrm{X}^{\prime}$ be found in the form $\left(a x^{m}+b x^{m-1} \mathrm{X}+c x^{m-2} \mathrm{X}^{2}+\cdots\right) \mathrm{X}^{\prime}=\mathrm{A} x^{m}+\mathrm{B} x^{m-1} \mathrm{X}+\mathrm{C} x^{m-2} \mathrm{X}^{2}+\cdots$ where the $(x, \mathbf{X})$ functions on the two sides are both "homogeneous" of the $m^{\text {th }}$ degree, that is, where each consists of a series of products of powers of $x$ and X , the sum of the two indices in each term being $m$; then by dividing each side by $x^{m}$, this may be converted into an equation in $\frac{X}{x}$.

Dividing by $x^{m}$, the differential equation becomes

From this is easily deduced

The integral of the left side is $\log x$. Therefore, if that on the right is directly integrable* to a function of $\underset{\sim}{\boldsymbol{N}}$, say $\phi(\mathcal{N}) \equiv \phi\left(\frac{\mathrm{X}}{x}\right)$; then the equation

$$
\log x+\mathrm{C}=\phi\left(\frac{\mathrm{X}}{x}\right)
$$

gives the desired integral relation between $x$ and $X$.
A convenient shorthand symbol for such a homogeneous ( $x, \mathrm{X}$ ) function of the $m^{\text {th }}$ degree is $f\left(x^{n-r}, \mathrm{X}^{r}\right)$. The two such functions

[^30]may be called $t\left(x^{m-r}, \mathrm{X}^{r}\right)$ and $\mathrm{F}\left(x^{m-r}, \mathrm{X}^{r}\right)$. The given differential equation may then be written
$$
\mathrm{X}^{\prime} f\left(x^{m-r}, \mathrm{X}^{r}\right)=\mathrm{F}\left(x^{m-r}, \mathrm{X}^{r}\right) .
$$

Dividing $f\left(x^{m-r}, X^{r}\right)$ by $x^{m}$ we obtain the same function of 1 and $\mathcal{N}^{v}$ as $f\left(x^{m-r}, \mathrm{X}^{r}\right)$ is of $x$ and X . The quotient may, therefore, be written $f\left(1^{m-r}, \hat{N}^{v}\right)$, and similarly that of $\mathrm{F}\left(x^{m-r}, \mathrm{X}^{v}\right)$ by $x^{m}$ may be written $\mathrm{F}\left(\mathbf{1}^{m-r}\right.$, $\left.{ }^{*}\right)$.

The integral equation then appears as
204. Homogeneous Rational Functions.-The last form is a particular case of a more general one involving the first power of $\mathrm{X}^{\prime}$ only, and the ratio only of X to $x$. Call this ratio $\mathfrak{弋}$ 部 in last
 form of differential equation may be written
where $f($ ) indicates any form of function.
Therefore
or

$$
\frac{d x}{x}=\frac{d \mathfrak{A}}{f(\vec{x})-\mathfrak{N}} .
$$

The integral solution of this, namely,

$$
\log x+\mathrm{C}=\int \frac{d \mathfrak{N}}{f(\vec{A})-\mathfrak{N}}
$$

gives $x$ in terms of $\underset{\sim}{x}=\frac{\mathrm{X}}{x}$, and therefore gives X also in terms of $x$.
205. $\mathrm{X}=x f\left(\mathrm{X}^{\prime}\right)$.

A form of differential equation of cognate inverse character is that solved in § 200, namely,

$$
\mathbf{X}=x f\left(\mathbf{X}^{\prime}\right)
$$

or

$$
\mathfrak{X}=f\left(\mathrm{X}^{\prime}\right) \text { where } \mathfrak{X}=\frac{\mathrm{X}}{x} .
$$

One solution of this is given in $\S 200$. Otherwise, it may possibly be more easily solved algebraically so as to give $\mathrm{X}^{\prime}$ explicitly in
terms of $\boldsymbol{N l}^{\boldsymbol{N}}$. Let $f^{-1}()$ denote the inverse of the function $f()$. Then this algebraic solution would appear as

$$
X^{\prime}=f^{-1}(\underset{X}{ })
$$

of which, according to last article, the integral solution is

$$
\log x+\mathrm{C}=\int \frac{d \mathscr{N}^{\prime}}{f^{-1}\left(\tilde{X}^{\prime}\right)-X^{n}} .
$$

206. $\mathrm{X}^{\prime}=(\mathrm{A} x+\mathrm{BX}+\mathrm{C}) \div(a x+b \mathrm{X}+c)$.

A differential equation bearing a resemblance to that of $\S 203$ is

$$
(a x+b \mathbf{X}+c) \mathbf{X}^{\prime}=\mathbf{A} x+\mathbf{B} \mathbf{X}+\mathbf{C}
$$

If the two constants $c$ and $C$ did not appear, then by dividing by $x$, each ( $x, \mathrm{X}$ ) function would be converted into one involving the ratio only of the two variables. But $c$ and $C$ can be got rid of by shifting parallelly the axes of co-ordinates from which $x$ and X are measured, which change does not affect $\mathrm{X}^{\prime}$. If $\bar{x}$ and $\overline{\mathrm{X}}$ be the new co-ordinates, then it is easily shown that the axes must be shifted so as to make

$$
\bar{x}=x-\frac{\mathrm{B} c-b \mathrm{C}}{\mathrm{~A} b-a \mathbf{B}} \text { and } \overline{\mathrm{X}}=\mathrm{X}-\frac{\mathrm{C} a-c \mathrm{~A}}{\mathrm{~A} b-a \mathbf{B}} .
$$

Then, since $\frac{d \overline{\mathrm{X}}}{d \bar{x}}=\frac{d \mathrm{X}}{d x}=\mathrm{X}^{\prime}$, by dividing out by $\bar{x}$, there results an equation of the form dealt with in $\S 203$.
207. Particular case, $\mathrm{B}=-a$.

If in the equation of last article $\mathrm{B}=-a$, then the two terms with the common factor $a$ combine to make the complete increment of $x \mathrm{X}$. Thus the equation then reduces to

$$
(b \mathbf{X}+c) d \mathbf{X}+a(\mathbf{X} d x+x d \mathbf{X})=(\mathbf{A} x+\mathbf{C}) d x
$$

the integration of which gives

$$
\frac{1}{2} b \mathrm{X}^{2}+c \mathrm{X}+a x \mathrm{X}-\frac{1}{2} \mathrm{~A} x^{2}-\mathrm{C} x+\mathrm{K}=0
$$

in which K stands for the integration constant.
208. $X^{\prime}+X^{\prime} \mathfrak{N}^{\prime}=$ 包。
 whose integral by $d x$ can be directly found, namely $\mathcal{E x}^{*}$. Then, if the differential equation between $\mathrm{X}, \mathrm{X}^{\prime}$, and $x$ be found to be

$$
X^{\prime}+X_{n} X^{\prime}=\tilde{B} ;
$$

this can be solved by the device of multiplying by what is called an＂integrating factor，＂which means a factor which converts both sides of the equation into directly integrable functions．The factor which does this in the present case is $e^{\mathfrak{y}}$ ，where ${\underset{\sim}{*}}^{*}$ is the integral of the given function $\mathfrak{N}^{\prime \prime}$ and $e$ is the base of the natural logarithmic system．Since the $x$－gradient of $e^{\mathfrak{F}}$ is $e^{\mathfrak{F}} \mathfrak{N}^{\prime}$ ，that of $X e^{\mathfrak{E}}$ is $X^{\prime} e^{\mathfrak{E}}+$ X X＇$e^{\ddagger}$ ．Therefore，multiplying both sides of the differential equation by $e^{\mathfrak{E}}$ and integrating，there is obtained the integral equation

$$
\mathrm{X} e^{\mathfrak{x}}=\int \Xi e^{\mathfrak{x}} d x+\mathrm{C} .
$$

This formula is of practical use only when $e^{\boldsymbol{Z}}$ is a function which can be integrated either directly or by help of some transformation．

209． $\mathrm{X}^{\prime}+\mathrm{X} \mathrm{Xe}^{\prime \prime}=\mathrm{X}^{n}$ 曰。
This process may be followed in solving the differential equation

$$
\mathrm{X}^{\prime}+\mathrm{X}_{\text {何 }}{ }^{\prime}=\mathrm{X}^{n} \underline{\underline{n}}
$$

because $X^{n}$ 局 is a function of $x$ and may be inserted in place of包 in the above．solution．Another solution，however，is obtained by dividing each side by $\mathrm{X}^{n}$ and multiplying by the integrating factor $(1-n) e^{(1-n) \mp}$ ．The $x$－gradient of $X^{r} e^{s \mp}$ is

$$
\left(r \mathbf{X}^{\prime}+s \mathbf{X}^{\left(\mathbf{N}^{\prime \prime}\right)}\right) \mathbf{X}^{r-1} e^{s æ}
$$

so that，taking $s=r$ ，the $x$－gradient of $\mathrm{X}^{r} e^{r 玉}$ is $\left(\mathrm{X}^{\prime}+\mathrm{X}^{\mathrm{N}^{\prime \prime}}\right) \mathrm{X}^{r-1} \cdot r e^{r 玉}$ ． The first factor here is identical with the left－hand side of the differential equation of this article when each side is divided by $\mathrm{X}^{n}$ if $r=1-n$ ．Therefore the integration gives

$$
\mathrm{X}^{(1-n)} e^{(1-n) \mathfrak{E}}=(1-n) \int \exists e^{(1-n)} \mathfrak{E} d x+\mathrm{C} .
$$

Provided 色 $e^{(1-n) 玉}$ be integrable，this formula will be of practical use．

210． $\mathrm{X}=x \mathrm{~F}\left(\mathrm{X}^{\prime}\right)+f\left(\mathrm{X}^{\prime}\right)$ ．
The following equation is generalised from that of § 202 by inserting the general function $\mathrm{F}\left(\mathrm{X}^{\prime}\right)$ of the $x$－gradient of X ，in place of the special simple function $X^{\prime}$ ．

$$
\mathrm{X}=x \mathrm{~F}\left(\mathrm{X}^{\prime}\right)+f\left(\mathrm{X}^{\prime}\right)
$$

Taking the $x$－gradient of each side，

$$
\mathrm{X}^{\prime}=\mathrm{F}\left(\mathrm{X}^{\prime}\right)+\left\{x \mathrm{~F}^{\prime}\left(\mathrm{X}^{\prime}\right)+f^{\prime}\left(\mathrm{X}^{\prime}\right)\right\} \frac{d \mathrm{X}^{\prime}}{d x}
$$

Transposing this，

$$
\frac{d x}{d \overline{\mathrm{X}}^{\prime}}-x \frac{\mathrm{~F}^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}-\mathrm{F}\left(\mathrm{X}^{\prime}\right)}=\frac{f^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}-\mathrm{F}\left(\mathrm{X}^{\prime}\right)}
$$

This is of the same form as that of § 208 with the substitutions

$$
\begin{array}{r}
x \text { in place of } \mathrm{X} \\
\mathrm{X}^{\prime}, \quad, \quad, \quad, x \\
-\frac{\mathrm{F}^{\prime}\left(\mathrm{X}^{\prime}\right)}{\overline{\mathrm{X}}^{\prime}-\mathrm{F}\left(\mathrm{X}^{\prime}\right)}, \quad " \quad, \quad \boldsymbol{*}^{\prime \prime}
\end{array}
$$

and

$$
\frac{f^{\prime}\left(\mathrm{X}^{\prime}\right)}{\overline{\mathrm{X}}^{\prime}-\mathrm{F}\left(\mathrm{X}^{\prime}\right)}, \quad, \quad, \quad \text { 当。 }
$$

Therefore，if we use the shorthand symbol

$$
\mathfrak{W} \text { for }-\int \frac{\mathrm{F}^{\prime}\left(\mathrm{X}^{\prime}\right)}{\overline{\mathrm{X}}^{\prime}-\mathrm{F}\left(\mathrm{X}^{\prime}\right)} d \mathrm{X}^{\prime}
$$

so that $\underset{\mathcal{X}}{\boldsymbol{N}}$ is a function of $\mathrm{X}^{\prime}$ only；and further use

$$
\text { 回for } \frac{f^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}-\mathrm{F}\left(\mathrm{X}^{\prime}\right)},
$$

another function of $X^{\prime}$ only；the integration gives

$$
x e^{\mathfrak{x}}=\int \mathfrak{Z} e^{\mathfrak{x}} d \mathrm{X}^{\prime}+\mathrm{C} ;
$$

which，if 包生毛 be directly integrable by $\mathrm{X}^{\prime}$ ，gives an algebraic equation between $x$ and $\mathrm{X}^{\prime}$ ．Combining this with the original equation as simultaneous，the algebraic elimination of $\mathrm{X}^{\prime}$ gives the desired integral equation involving only $x$ and $X$ ．

211．General Equation of 1st Order of any Degree．－The pre－ ceding differential equations contain $X^{\prime}$ in the first power only． The general equation of the first order and of any degree may be expressed thus：－
where ${\underset{\sim}{n}}_{n-1}^{\boldsymbol{N}_{n-2}}, \cdots \boldsymbol{X}_{0}^{\boldsymbol{N}_{0}}$ are $n$ different functions involving both $x$ and X ，and $n$ is the degree of the equation．If possible this should first be solved for $\mathrm{X}^{\prime}$ algebraically in terms of $x$ and X ． There will be $n$ solutions giving $n$ values of $X^{\prime}$ which may be symbolised by $\mathrm{X}_{n}^{\prime}, \mathrm{X}_{n-1}^{\prime}, \cdots-\mathrm{X}_{2}^{\prime} \mathrm{X}_{1}^{\prime}$ ，each of these values of $\mathrm{X}^{\prime}$ being expressed in terms of $x$ and $X$ ．This reduces the above equation of the $n^{\text {th }}$ degree to an equivalent series of $n$ linear or first－degree equations；for instance the first of this series is

$$
\mathrm{X}^{\prime}-\mathrm{X}_{n}^{\prime}=0
$$

where $X_{n}^{\prime}$ is a function，supposed now to be known，of $x$ and $X$ ． Integrate each such linear equation if possible，by one of the methods already given．Let the integral solutions be here symbolised by

$$
\phi_{n}(x, \mathrm{X}, \mathrm{C})=0 ; \phi_{n-1}(x, \mathrm{X}, \mathrm{C})=0 ; \text { etc., etc. }
$$

Then the general solution，that is，the equation which includes all these various solutions，is either

$$
\phi_{n}(x, \mathrm{X}, \mathrm{C}) \cdot \phi_{n-1}(x, \mathrm{X}, \mathrm{C}) \cdots \cdot \phi_{2}(x, \mathrm{X}, \mathrm{C}) \cdot \phi_{1}(x, \mathrm{X}, \mathrm{C})=0
$$

or some other algebraically legitimate combination of these solutions．

212．Quadratic Equation of First Order．－Applying the result of last article to the equation of the second degree，namely，

$$
X^{\prime 2}+X^{\prime} \hat{才}+日=0 .
$$

The algebraic solution of this for $\mathrm{X}^{\prime}$ in terms of $\underset{\boldsymbol{A}}{\boldsymbol{N}}$ and 旬 is

$$
X^{\prime}=-\frac{\mathcal{I}^{\prime}}{2} \pm \frac{1}{2} \sqrt{\hat{N}^{2}-4 马} .
$$

The two integral solutions are，therefore，
and

$$
\mathrm{X}+\frac{1}{2} \int-\frac{1}{2} d x-\frac{1}{2} \int \sqrt{\mathbb{N}^{2}-4} d x+\mathrm{C}=0
$$

$$
\left.\mathrm{X}+\frac{1}{2} \int \underset{\mathbb{N}}{ } d x+\frac{1}{2} \int \sqrt{\mathbb{x}^{2}-4} d x+\mathrm{C}=0 .\right\}
$$

As an easy example，take the differential equation

$$
\mathrm{X}^{\prime 2}+\mathrm{X}^{\prime} \sin x-\frac{\cos ^{3} x}{4}=0
$$

Therefore，$\sqrt{x^{2}-4}=\sqrt{\sin ^{2} x+\cos ^{2} x}=1$ ；and the twointegral solu－ tions are
and

$$
\left.\begin{array}{l}
\mathrm{X}=\frac{1}{2}(\cos x-x)+\mathrm{C} \\
\mathrm{X}=\frac{1}{2}(\cos x+x)+\mathrm{C} .
\end{array}\right\}
$$

213．Equation of Second Order with One Variable Absent． In differential equations of the second order with only one independent variable，there may appear powers，trigonometrical，or any other kind of functions of all the four quantities

$$
\mathbf{X}^{\prime \prime}, \mathbf{X}^{\prime}, \mathrm{X} \text { and } x
$$

Now $\mathrm{X}^{\prime \prime}$ may be expressed in terms of $\mathrm{X}^{\prime}$ and either $x$ or X by means of the substitutions

$$
\begin{align*}
\mathrm{X}^{\prime \prime} & \equiv \frac{d \mathbf{X}^{\prime}}{d x}  \tag{a}\\
& \equiv \mathrm{X}^{\prime} \frac{d \mathbf{X}^{\prime}}{d \mathbf{X}} \tag{b}
\end{align*}
$$

Therefore, if in any second-order differential equation $X$ does not appear, it may be transformed by help of the substitution (a) so as to make $\mathbf{X}^{\prime \prime}$ also disappear, leaving only

$$
\frac{d \mathrm{X}^{\prime}}{d x}, \mathrm{X}^{\prime} \text { and } x .
$$

This is an equation of the first order between $\mathrm{X}^{\prime}$ and $x$, and may be solved by methods already explained so as to give $\mathrm{X}^{\prime}$ as a function of $x\left(\right.$ i.e., so as to eliminate $\left.\frac{d \mathrm{X}^{\prime}}{d x}\right)$. This again is a firstorder equation between X and $x$, and by a second similar solution we may pass to the integral equation betwesn X and $x$.

On the other hand, if $x$ does not appear in any second-order equation, it may be reduced by the substitution (b), so that it will involve only

$$
\frac{d \bar{X}^{\prime}}{d \bar{X}}, \mathrm{X}^{\prime} \text { and } \mathrm{X}
$$

This is an equation of the first order again between $X^{\prime}$ and $X$, whose solution gives an equation between $X^{\prime}$ and $X$ not involving $\frac{d \mathrm{X}^{\prime}}{d \overline{\mathrm{X}}}$; and from this again by a second integration, the desired integral relation between X and $x$ may result.*
214. Second Order Linear Equation.-The linear, or 1st degree, equation of the second order appears in a very general form as

$$
\mathrm{X}^{\prime \prime}+\mathrm{X}^{\prime} f(x)+\mathrm{XF}(x)=\phi(x),
$$

where $f, \mathrm{~F}$ and $\phi$ are any forms of function.
Provided this equation can be solved when $\phi(x)=0$; then also, when $\phi(x)$ is any function, it may be reduced to an equation of the 1st order. Thus, let $\Xi$ be a function of $x$ which would be a solution if $\phi(x)$ were zero; that is, let

$$
\Xi^{\prime \prime}+E^{\prime} f(x)+E \mathrm{~F}(x)=0 .
$$

[^31]Give the name $\mathcal{N}$ to the ratio of $\mathbf{X}$ ，the true solution of the given equation，to 旬；that is，let

Then

$$
X=\text { 豫白; }
$$

Then
and

$$
X^{\prime \prime}=\mathfrak{A}^{\prime \prime \prime} \Xi+2 \mathfrak{X}^{\prime \prime \prime} \Xi^{\prime}+\mathcal{N}^{\prime \prime} \Xi^{\prime \prime} .
$$

Therefore，inserting these substitutions in the original equation，it becomes

But the bracketed factor of the third term is zero；so that the transformed equation becomes

$$
\mathfrak{N}^{\prime \prime} \Xi+\mathfrak{N}^{\prime}\left\{2 \Xi^{\prime}+\Xi f(x)\right\}=\phi(x) .
$$

The supposition is that ${ }^{-3}$ has been found ；from which ${ }^{\prime}{ }^{\prime}$ can also be found in terms of $x$ ．This last form of the equation therefore contains only known functions of $x$ besides $\mathbb{N}^{\prime \prime \prime}$ and $\mathfrak{N}^{\prime \prime}$ ．Now $\mathfrak{N}^{\prime \prime}$ is the first $x$－gradient of $\mathcal{X}^{\prime \prime}$ ；and this is therefore a lst order linear equation as between $\mathfrak{X}^{\prime}$ and $x$ ．Thus，if any of the already explained，or any other，method of integrating lst order linear equations be applicable，then $\boldsymbol{N}^{\prime \prime}$ can be found as an explicit or implicit function of $x$ ，thus giving another lst order equation between $\mathcal{N}$ and $x$ ．By a second integration by one of these same methods，式 may then be found as a function of $x$ ；and finally


215． $\mathrm{X}^{\prime \prime}+a \mathrm{X}^{\prime}+b \mathrm{X}=0$ ．
The equation determining ${ }^{E}$ in $\S 214$ is soluble or not according to the particular forms of the functions $f()$ and F() ：at any rate no reduction of the equation has yet been discovered showing， independently of the forms of $f()$ and F() ，how it may be solved．

One simple case is that in which these functions are both constants．Let $f(x) \equiv a$ and $\mathrm{F}(x) \equiv b, a$ and $b$ being both con－ stants．The equation is then，using X instead of ${ }^{2}$ ，

$$
\mathrm{X}^{\prime \prime}+a \mathrm{X}^{\prime}+b \mathrm{X}=0
$$

Using the substitution（b）of $\S 213$ ，this becomes

$$
\left(a+\frac{d \mathrm{X}^{\prime}}{d \mathrm{X}}\right) \mathrm{X}^{\prime}+b \mathrm{X}=0
$$

This may be written

$$
\text { * See Reference List, XI. C. } 7 .
$$

$$
\frac{d \mathrm{X}^{\prime}}{d \mathrm{X}}=-\left(b \frac{\mathrm{X}}{\overline{\mathrm{X}}^{\prime}}+a\right)
$$

which is soluble by the method of § 204 ; or it may be written

$$
\mathrm{X}^{\prime}=-\frac{b \mathrm{X}}{a+\frac{d \mathrm{X}^{\prime}}{d \overline{\mathrm{X}}}}
$$

which is soluble by $\S 200$.
By either method the solution is obtained which is printed in the Classified Reference List, at XI. C. 3.
216. $\mathrm{X}^{\prime \prime}+a \mathrm{X}^{\prime}+b \mathrm{X}=\phi(x)$.

In this simple case of $f(x)=a$ and $\mathrm{F}(x)=b$, the more general equation of § 214 becomes

$$
\mathrm{X}^{\prime \prime}+a \mathrm{X}^{\prime}+b \mathrm{X}=\phi(x) ;
$$

and its reduced form, when divided out by $\Xi$, becomes

By $\S 215$ both ${ }^{2}$ and $\xi^{\prime}$ are known functions of $x$; and, therefore, this equation is of the form given in $\S 208$, and can be integrated so as to give 倖, provided the function $\left\{2 \frac{E^{\prime}}{E^{\prime}}+a\right\}$ can be integrated by $d x$. This is integrable because it is found that

$$
\begin{aligned}
2 \text { 当 } & =-a+\sqrt{a^{2}-4 b}\left\{\frac{1}{1+\frac{\mathrm{B}}{\mathrm{~A}} e^{-x \sqrt{\bar{a} 2-4 b}}}-\frac{1}{1+\frac{\mathrm{A}}{\overline{\mathrm{~B}}^{a^{2} \sqrt{a^{2}-4 b}}}}\right\} \text { when } a^{2}>4 b \\
& =-a-\sqrt{4 b-a^{2}} \tan \left\{\frac{x}{2} \sqrt{4 b-a^{2}}+\mathrm{C}^{\prime}\right\} \quad \text { when } a^{2}<4 b . *
\end{aligned}
$$

217. $\mathrm{X}^{(n)}=f(x)$.

If the $n^{\text {th }} x$-gradient of $X$ be called $X^{(n)}$, and the process of repeating the integration of a function $n$ times be symbolised by $\int^{(n)}$; then, if the differential equation of the $n^{\text {th }}$ order be

$$
\mathrm{X}^{(n)}=f(x)
$$

it has already been shown in $\S 154$ that the integral equation between X and $x$ is

$$
\mathrm{X}=\int^{(n)} f(x) d x^{n}+\mathrm{C}_{n-1} x^{n-1}+\mathrm{C}_{n-2} x^{n-2}+\cdots+\mathrm{C}_{1} x+\mathrm{C}_{0} . \dagger
$$

[^32]218. $\mathrm{X}^{(n)}=f(\mathrm{X}): \mathrm{X}^{(n)}=k \mathrm{X}$.

If the equation of the $n^{\text {th }}$ order be

$$
\mathrm{X}^{[n]}=f(\mathrm{X})
$$

it is integrable only in particular cases. Thus in $\S 153$ is given the case

$$
\mathrm{X}^{(n)}=k \mathrm{X}
$$

where $k$ is any number + or - . Let $b$ be any number, and let $T$ be the "modulus" of the system of logarithms of which the base is $b$. Take $\beta=T / i^{1 / n}$. Then a solution of the above equation is

$$
X=b^{\beta x} \text { or } \log _{b} X=\beta x
$$

If $b$ be taken equal to $e$, the base of natural logarithms, then $T=1$, and the solution is

$$
\log _{e} \mathrm{X}=k^{1 / n} x
$$

If decimal logarithms be used, or $b=10$; then $T=434$, and

$$
\log _{10} \mathrm{X}=\cdot 4347^{1 / n} x
$$

Again in $\S 153$ it is shown that if $n$ be an even number, and if

$$
\mathrm{X}^{(n)}=(-1)^{n / 2} k \mathrm{X}
$$

then an integral solution is

$$
\mathrm{X}=\mathrm{A} \sin 7^{1 / n} x+\mathrm{B} \cos 7 c^{1 / n} x
$$

where A and B are constants of integration.*
219. $\mathrm{X}^{\prime \prime}=f(\mathrm{X})$.

When $n=2$, this equation becomes

$$
\mathrm{X}^{\prime \prime}=f(\mathrm{X})
$$

A general rule independent of the form of $f()$ has been found for dealing with this second-order equation. Multiply each side by $2 \mathrm{X}^{\prime}$. Then since $2 \mathrm{X}^{\prime} \mathrm{X}^{\prime \prime}$ is the $x$-gradient of $\mathrm{X}^{\prime 2}$, and since $\mathrm{X}^{\prime} d x=$ $d \mathrm{X}$, there results

$$
\mathrm{X}^{\prime}=\left\{2 \int f(\mathrm{X}) d \mathrm{X}+\mathrm{A}\right\}^{3}
$$

from which, by another integration,

$$
x+\mathrm{B}=\int \frac{d \mathrm{X}}{\left\{2 \int f(\mathrm{X}) d \mathrm{X}+\mathrm{A}\right\}^{\frac{1}{2}} \cdot \dagger}
$$

[^33]As examples, the results of $\$ 148$ and 149 may be reproduced; but these are included in the more general formulas of last article, § 218.
220. $\mathrm{X}^{(n)}=f\left(\mathrm{X}^{(n-1)}\right)$.

If $X^{(n)}$ be found as a function of $\mathrm{X}^{(n-1)}$; then, since the $x$-gradient of $\mathrm{X}^{(n-1)}$ is $\mathrm{X}^{(n)}$, if we call $\mathrm{X}^{(n-1)}$ by the name $\hat{弋}$, the equation may be written

$$
\mathfrak{Z}^{\prime \prime}=f\left(\mathfrak{X X}^{\mathbf{x}}\right),
$$

the integration of which by $d x$ gives

$$
x+\mathrm{C}=\int \frac{d \mathfrak{X}}{f\left(\mathcal{X N}^{*}\right)},
$$

that is, gives $\mathrm{X}^{(n-1)}$ as a function of $x$, a case which has been already dealt with in § 217.*
221. If $\mathrm{X}^{(n)}$ be found as a function of $\mathrm{X}^{(n-2)}$; then, calling $\mathrm{X}^{(n-2)}$ by the name $\mathfrak{弋 N}$, we have $\mathrm{X}^{(n)}=\mathbb{N}^{\prime \prime}$, and the equation becomes

$$
\forall^{\prime \prime \prime}=f\left(\mathcal{F}_{*}\right),
$$

the integration of which, by $\S 219$, gives $\mathrm{X}^{(n-2)}$ as a function of $x$, and this reduces the integration to the case of $\S 217 . \dagger$

More general forms of equation, to which these last substitutions are equally applicable, are given in the Section XI. D. of the Reference Tables.
222. If $f()$ and $\phi()$ be two functions of any form whatever, and if

$$
\mathrm{X}=f\left(x+\frac{y}{c}\right)+\phi\left(x-\frac{y}{c}\right),
$$

the second gradients of X with respect to $x$ and $y$ may easily be found to be

$$
\begin{aligned}
& \frac{d^{2} \mathrm{X}}{d x^{2}}=f^{\prime \prime}\left(x+\frac{y}{c}\right)+\phi^{\prime \prime}\left(x-\frac{y}{c}\right) \text { and } \\
& \frac{d^{2} \mathrm{X}}{d y^{2}}=\frac{1}{c^{2}} f^{\prime \prime}\left(x+\frac{y}{c}\right)+\frac{1}{c^{2} \phi^{\prime \prime}}\left(x-\frac{y}{c}\right) .
\end{aligned}
$$

Therofore, if the second-order differential equation

$$
\frac{d^{2} \mathrm{X}}{d x^{2}}=c^{2} \frac{d \mathrm{X}^{2}}{d y^{2}}
$$

be known to be true, its general integral solution is $\mathrm{X}=$ the above form, and the particular forms of the functions $f()$ and $\phi()$ must be discovered from the limiting conditions of the particular concrete case.
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## APPENDICES.

Appendix A.--Thme-Rates.
(End of Chap. II., p. 28.)
The Differential and Integral Calculus was first studied as an exact method of analysis of physical phenomena occurring in time, chiefly kinetic phenomena. The changes of observed physical condition occur from instant to instant, and an "instant," or small lapse of time, was taken as the common measure by which to compare simultaneously occurring changes of various kinds. Thus time was taken as the base ordinate of the diagrams which graphically describe such changes. The flow of a fluid along a channel is the simplest possible illustration of such change or progress, and all phenomena were thought of as developing in the flow, or flux, of time, the universal basic increment being a small flux of time. Thus the early name given to the then new method of analysis was "Fluxions." Unless it were otherwise specified, $x$ " or $\dot{x}$ was understood to mean the time-rate at which $x$ increased, and the relative rates of increase of various kinds of quantities were always obtained by comparing their respective simultaneous timerates of progress or development. So long as investigation deals with things which "take time" to develop or change in magnitude, it will be found that this original method corresponds with our innate and almost ineradicable mental habit. The corresponding increments of such things we can hardly avoid thinking of as those which are developed in the same time.

## Appendix B.-Energy-Flux.

(End of § 68, p. 33, Chap. III.)
Energy manifests itself to our means of observation and measurement in various forms, such as kinetic, electric, thermal, luminous (light), sonorous (sound), gravity potential, electro-magnetic potential, radiant, etc. These are reciprocally convertible, and are, therefore, all measurable in like "physical dimensions," namely, MV ${ }^{2}$ or ML ${ }^{2} \mathbf{T}^{-2}$. As energy is, or is believed to be, indestructible, the variations it is subject to are (1) change of
form ; (2) transference from one mass to another mass ; and (3) transference from one place to another place.

The time-rate of transference of energy is horse-power ; a special unit time-rate being adopted as unit horse-power. Unfortunately, many unit time-rates of energy-variation are in use; but they are all, of course, of the same kind, namely, horse-power. In terms of mass and velocity the measure of energy is $\mathrm{E}=\frac{1}{2} \mathrm{MV}^{2}$. The timegradient of E in a constant mass $M$, due to variation of velocity V in that mass, is, therefore, $\frac{d \mathrm{E}}{d t}=\mathrm{VM} \frac{d \mathrm{Y}}{d t}=\mathrm{V} \cdot \mathrm{F}$, where F is the timeacceleration of momentum, or the force active in the transference of energy. It may also sometimes be usefully thought of as the product of the momentum and the velocity acceleration.

The space-rate or line-gradient of E with M constant is

$$
\frac{d \mathrm{E}}{d l}=\mathrm{MV} \frac{d \mathrm{~V}}{d l}=\mathrm{MV} \frac{d \mathrm{~V}}{d t} \cdot \frac{d t}{d l}=\mathrm{M} \frac{d \mathrm{~V}}{d t}=\mathrm{F}, \text { because } \mathrm{V}=\frac{d l}{d t}
$$

Thus the two important energy-gradients are the time-gradient or horse-power, and the line-gradient or active dynamic force; and the former equals the latter multiplied by the velocity.

It is also interesting to consider the time-gradient of E with both $M$ and $V$ varying together. When a mass receives new energy from without, it absorbs it usually (and perhaps always) at its surface, and the new energy spreads through the mass with more or less rapidity or slowness. New impulses of kinetic energy by impact or pressure of other masses always enter and penetrate the accelerated mass in this way. In such case the time-gradient, or horse-power generating kinetic energy in the mass, is

$$
\frac{d \mathrm{E}}{d t}=\mathrm{VF}+\frac{1}{2} \mathrm{~V}^{2} \frac{d \mathrm{M}}{d t}=\mathrm{V}\left(\mathrm{~F}+\frac{1}{2} \mathrm{~V} \frac{\lambda \mathrm{M}}{d t}\right)=\frac{1}{2}\left\{(\mathrm{MV}) \frac{d \mathrm{~V}}{d t}+\mathrm{V} \frac{d(\mathrm{MV})}{d t}\right\}
$$

Here $\frac{d \mathrm{M}}{d t}$ is the time-rate at which new mass is affected by the kinetic energy, and (MV) is the whole momentum acquired at any instant.

Aprendix C.-Moments of Inertia and Bending Moments.

$$
\text { (End of } \S 73, \text { p. } 37 \text {, Chap. III.) }
$$

The integral $\int b h^{2} d h$ over the whole section is called the "Moment of Inertia" of the section. For an I-section with
equal flanges and web of uniform thickness, if $B$ be the flange width, $(1-\beta) B$ the web thickness, $H$ the whole depth, and $\eta H$ the depth inside the flanges; then the

$$
\begin{aligned}
& \mathrm{I}=\text { Moment of Inertia }=\frac{\mathrm{BH}^{3}}{12}\left(1-\beta \eta^{3}\right), \text { and the } \\
& \mathrm{M}=\text { Stress Bending Moment }=l \frac{\mathrm{BH}^{2}}{6}\left(1-\beta \eta^{9}\right)
\end{aligned}
$$

The sectional area is $\mathrm{A}=\mathrm{BH}(1-\beta \eta)$, and therefore the stress bending-moment strength per square inch of section

$$
=\frac{\mathrm{M}}{\mathrm{~A}}=k \frac{\mathrm{H}}{6} \frac{1-\beta \eta^{3}}{1-\beta \eta} .
$$

Girder-sections are mostly made up of rectangular parts, and the repeated application of the method here given is usually sufficient for the calculation of their moment strength. In making such calculations, free use should be made of negative rectangular areas as parts of the section.

## Appendix D.-Elimination of Small Remainders.

(End of Chap. III., p. 45.)
In previous examples given, the device of taking the point $x, \mathrm{X}$ at the middle of $\delta x$ and assuming this to correspond also to the middle of $\delta \mathrm{X}$, that is, assuming linear proportionality between $\delta \mathrm{X}$ and $\delta x$, has resulted in the exact elimination of all small remainders. The case of $\frac{X}{x}$ is a useful illustration of the fact that such exact elimination does not always result from this device. In this case the result is

$$
\delta\left(\frac{\mathrm{X}}{x}\right)=\frac{\mathrm{X}+\frac{\delta \mathrm{X}}{2}}{x+\frac{\delta x}{2}}-\frac{\mathrm{X}-\frac{\delta \mathrm{X}}{2}}{x-\frac{\delta x}{2}}=\frac{x \mathrm{X}^{\prime}-\mathrm{X}}{x^{2}-\frac{1}{4} \delta x^{2}} \cdot \delta x,
$$

the small quantity $\frac{1}{4} \delta x^{2}$ not being eliminated and only disappearing "in the limit."

The student should satisfy himself that the same result appears from the geometrical method followed in the text, with fig. 18 modified so as to put $x$ aud X in the centres of $\delta x$ and $\delta \mathrm{X}$.

# Appendix E.-Indicator Diagrans. 

(End of § 111, p. 65, Chap. V.)
An "indicator diagram" is any instrumental graphic record of a varying quantity. The law $p v^{n}=k$, a constant, applies approximately to very many such records when the variation is not of an elastic vibratory kind. The $p$ and the $v$ instrumentally observed and recorded may not be the totals measured from absolute zero of the quantities thus symbolised. For instance, $p$ may be pressure measured from atmospheric standard, or it may be temperature


Fia. 30.
measured from the freezing-point of water. Again, $v$ may be the volume swept by a piston from the beginning of its stroke, while the real volume of expanding steam or gas is $v$ plus the "clearance" volume. The law connecting the absolute values of $p$ and $v$ may be much simpler than appears at first sight from the indicator record. To determine whether it is so, the axes of the absolute zeros must be discovered, making the ordinates measured from these zeros $(p+\mathrm{P})$ and $(v+\mathrm{V})$. The constants $P$ and $V$ may be found by analysis of the recorded curve.

If it be suspected that the curve is hyperbolic with $V=0$, then $P$ may be found by measuring from the record $p$ and $v$ at two points 1 and 2 ; thus,

$$
\mathrm{P}=\left(p_{1} v_{1}-p_{2} v_{2}\right) \div\left(v_{2}-v_{1}\right)
$$

If the same value of $P$ be found from several such pairs of points, then the curve is truly hyperbolic. Similarly, V can be found on the assumption that $\mathrm{P}=0$. Also by measurements at three points, both P and V along with $k$ can be calculated. Fig. 30 shows the very simple graphic construction for finding the origin of the hyperbolic axes. From three points ABC on the curve horizontals and verticals are drawn, giving six intersections, marked as shown on fig. 30 ; namely, $(\alpha \beta)$ the intersection of the horizontal through A with the vertical through $\mathrm{B},(a b)$ that of the vertical at $A$ with the horizontal at $B$, etc., etc. The pairs of points are joined by straight lines: $(\alpha \beta)$ with $(a b) ;(\beta \gamma)$ with $(b c) ;(a \gamma)$ with ( $a c$ ). Any two of these three lines will intersect in the hyperbolic origin O. There are three such intersections, and their coincidence is a useful check upon the accuracy of the draughtsmanship. But to test whether the curve be truly hyperbolic, more than three curve-points must be used; they must all give the same origin $O$.

To find the index $n$ in the formula $p v^{n}=\kappa$ to fit the curve of any given indicator card, there are four methods. The first, most commonly used, is the logarithmic method $n=\frac{\log v_{2}-\log v_{1}}{\log p_{1}-\log p_{2}}$. The second is the differential method, which gives $n=-\frac{v}{p} \frac{d p}{d v}$, the slope of the curve, or $\frac{d p}{d v}$, being measured directly from the paper. The third method utilises the variation of $p v$; it is $n=1-\frac{1}{p} \frac{d(p v)}{d v}$. In the hyperbola $\frac{d(p v)}{d v}=0$; and in any other curve its deviation from zero gives a good measure of the index $n$. The fourth method may be called the integral method. Since the area under the curve $\mathrm{W}=\frac{p_{1} v_{1}-p_{2} v_{2}}{n-1}$, therefore $n=1+\frac{p_{1} v_{1}-p_{2} v_{2}}{\mathrm{~W}}$. The area W can be measured from the diagram by a planimeter or otherwise, and this method has the great merit of deducing the result, not from isolated points on the curve alone, but from the curve as a whole in its stretch between two distant points 1 and 2.

The generality of the formula, and its power to represent accurately recorded physical results, is very greatly extended by shifting the axes by adding constants $P$ and $V$, the formula being then $(p+\mathrm{P})(v+\mathrm{V})^{n}=k$. The measurement "of $p$ and $v$ at four points of the curve, and the planimeter integration of the area
$\mathrm{W}=\int p d v$ between these points, are sufficient to determine the four constants $k, n, \mathrm{P}$, and V . The three areas under the three stretches of the curve between the four points being called $W_{12}$, $\mathrm{W}_{23}$, and $\mathrm{W}_{34}$, the constants $n, \mathrm{P}$, and V are obtained by elimination from the three linear equations-

$$
\begin{aligned}
& \mathrm{W}_{12}(n-1)=p_{1} v_{1}-p_{2} v_{2}+\left(p_{1}-p_{2}\right) \mathrm{V}-\mathrm{P} n\left(v_{2}-v_{1}\right), \\
& \mathrm{W}_{23}(n-1)=p_{2} v_{2}-p_{3} v_{3}+\left(p_{2}-p_{3}\right) \mathrm{V}-\mathrm{P} n\left(v_{3}-v_{2}\right), \\
& \mathrm{W}_{34}(n-1)=p_{3} v_{3}-p_{4} v_{4}+\left(p_{3}-p_{4}\right) \mathrm{V}-\mathrm{P} n\left(v_{4}-v_{3}\right) .
\end{aligned}
$$

These are solved for $(n-1), \mathrm{V}$, and $\mathrm{P} n$, from which $n, \mathrm{~V}$, and P are obtained. Then the fourth constant is obtained by the primitive equation

$$
k=(p+\mathbf{P})(v+\mathrm{V})^{n}
$$

taking any pair of values $p$ and $v$.
With the four constants thus found, the formula will give a curve which will pass correctly through the four points, and will give also correctly the area under the stretch of curve between each pair of points.

When $n=0$, the curve is a horizontal straight line, giving constant $p$. When $n$ is negative it slopes upwards, $p$ increasing with $v$.

In this extended form this formula is well suited to represent all systematic expansions of gases and vapours under various thermal conditions, the stress-strain relations of elastic and inelastic solids, the strain-time diagram of the slow deformation of plastic substances, and, under certain conditions, also the leakage of high-pressure water, gas, vapour, or electric charge from storage vessels, batteries, condensers, etc., and the laws connecting velocity with wind-pressure and with viscous fluid resistance to flow.

## Appendix F.-Recurrent Harmonic and Exponential Functions.

> (End of § 153, p. 89, Chap. VII.)

The combination of these two cases gives the following interesting much more general result.

Let $\mathrm{A}, \mathrm{B}, \mathrm{C}, b, \beta, a, p, q, k$ be constants, and let the primitive function be

$$
\mathbf{X}=\mathbf{C}+b^{\beta x+a}\{\mathbf{A} \sin (p x+q)+\mathbf{B} \cos (p x+k)\}
$$

Let

$$
\boldsymbol{\rho}^{2}=(\beta \log b)^{2}+p^{2} \quad \text { and } \quad \theta=\tan ^{-1} \frac{p}{\beta \log b},
$$

so that

$$
\sin \theta=\frac{p}{\rho} \quad \text { and } \quad \cos \theta=\frac{\beta \log b}{\rho},
$$

Then direct differentiation and the ordinary trigonometric combinations

$$
\begin{aligned}
& \sin \phi \cos \theta+\cos \phi \sin \theta=\sin (\phi+\theta) \\
& \cos \phi \cos \theta-\sin \phi \sin \theta=\cos (\phi+\theta),
\end{aligned}
$$

give

$$
\begin{aligned}
\mathrm{X}^{\prime} & =\rho b^{\beta x+\alpha}\{\mathrm{A} \sin (p x+q+\theta)+\mathrm{B} \cos (p x+k+\theta)\} \\
\mathrm{X}^{\prime \prime} & =\rho^{2} b^{\beta x+\alpha}\{\mathrm{A} \sin (p x+q+2 \theta)+\mathrm{B} \cos (p x+k+2 \theta)\} \\
\mathrm{X}^{(n)} & =\rho^{n} b^{\beta x+a}\{\mathrm{~A} \sin (p x+q+n \theta)+\mathrm{B} \cos (p x+k+n \theta)\} .
\end{aligned}
$$

The only restriction among the constants is that the constant $p$ is the same in the two harmonic functions. If $x$ measures time, the equality of the two $p$ 's means that the two superimposed vibrations have equal periods or frequencies. Their difference in phase is ( $k-q$ ), and this is unrestricted. In all the successive $x$ - or time-gradients, the phase-difference, as well as the frequency, remains the same in the two superimposed harmonies. In each gradient the frequency is the same as in the primitive. The phase-difference between each gradient and the next lower gradient is $\theta=\tan ^{-1} \frac{p}{\beta \log b}$. The factor $b^{\beta x+a}$ represents the damping down of the vibration, as its energy is gradually reduced by viscous or similar dissipative resistances. The amplitudes of the successively higher gradients are successively less in the ratio $\rho$. This ratio $\rho$ depends equally upon the frequency (the period $=\frac{2 \pi}{p}$ ) and upon the vigour of the damping coefficient $b^{\beta}$ or $\beta \log b$.
This proposition can evidently be extended to the superposition of any number of harmonic vibrations of different amplitudes A, B, etc., and of different phases, so long as the frequency is the same in all and so long as the same damping coefficient applies to all. It is of the highest practical importance in modern electrical industry. See also Appendix Q, page 184.

Appendix G.-Successive Reduction Formula.
(End of § 156, p. 91, Chap. VII.)
The "reduction formula" of § 126 may be applied repeatedly. Such application is represented by the general formula below. The repeated application in concrete special cases is, however, simpler to appreciate than is the general result.

Let X and $\boldsymbol{e}$ be any functions of $x$.
Let D be the $m^{\text {th }} x$-gradient of $\mathrm{X}=\mathrm{X}^{(m)}$.
Let I be the $m^{\text {th }}$ integral of $E=\int^{(m)} E d x^{m}$.
Then $\mathrm{D}^{\prime}=\mathrm{X}^{(m+1)}$ and $\int \mathrm{I} d x=\int^{(m+1)}$ E $d x^{m+1}$.
Now $\int \mathrm{DI} d x=\mathrm{D} \int \mathrm{I} d x-\int \mathrm{D}^{\prime}\left\{\int \mathrm{I} d x\right\} d x$,
or $\int \mathrm{X}^{(m)} \int^{(m)} \Xi d x^{m+1}=\mathrm{X}^{(m)} \int^{(m+1)} \Xi d x^{m+1}-\int \mathrm{X}^{(m+1)} \int^{(m+1)} \Xi d x^{m+2}$
Applying this repeatedly,

$$
\begin{aligned}
& \int \mathrm{X} E d x=\mathrm{X} \int \boldsymbol{E} d x-\int \mathrm{X}^{\prime} \int \boldsymbol{E} d x^{2}=\mathrm{X} \int \Xi d x-\mathrm{X}^{\prime} \int^{(2)} E d x^{2}+\int \mathrm{X}^{\prime \prime} \int^{(2)} \Xi d x^{3} \\
& =\mathrm{X} \int \Xi d x-\mathrm{X}^{\prime} \int^{(2)}{ }^{(2)} d x^{2}+\mathrm{X}^{\prime \prime} \int^{(3)} \boldsymbol{E} d x x^{3}-\mathrm{X}^{\prime \prime \prime} \int^{(4)} \Xi d x^{4}+\cdots . \\
& \pm \mathrm{X}^{(n-1)} \int^{(n)} \Xi d x^{n} \mp \int \mathrm{X}^{(n)} \int^{(n)} \Xi d x^{(n+1)} \text {. * }
\end{aligned}
$$

By this means the function X and its derivatives are brought outside the sign of integration except in the last term. By carrying the series to the proper number ( $n$ ) of terms, in the last term $\mathrm{X}^{(n)}$, or the $n^{\text {th }} x$-gradient of X , may be reduced to 1 or to a constant, or to some simple function of $x$ which combines with the $n^{\text {th }}$ integral of $\theta$ to form an integrable function. This last term may also be transformed to

$$
\int \mathrm{X}^{(n-1)}\left\{\int^{(n)} \boldsymbol{E} d x^{n}\right\} d \mathbf{X}
$$

in which form it may possibly be more easily integrable.
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# Appendix H.-Economic Proportions of I-Sections. 

(End of § 185, p. 110, Chap. IX.)
The economic values of $\frac{h}{\mathrm{H}}$ for given $v$, according to the equation in the text, are as follows:-

| $w$ | 0 | $\cdot 018$ | $\cdot 049$ | $\cdot 101$ | $\cdot 185$ | $\cdot 315$ | $\cdot 513$ | $\cdot 815$ | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $h$ | 1 | $\cdot 9$ | $\cdot 85$ | $\cdot 8$ | $\cdot 75$ | $\cdot 7$ | .65 | $\cdot 6$ | .5773 |

In two articles in the Builders' Journal and Architectural Engineer of 15th August 1906, and in The Engineer of 9th November 1906, the author has shown that the proper proportioning of I-sections depends on the consideration of the maximum tensive, compressive, and shear stresses on oblique sections, which vary very differently from those on normal sections. If the web be made too thin, the maximum oblique tensive and compressive stresses at junction of web and flange are greater than at the outside surfaces of the flanges. With proper proportioning of the web and flange thicknesses to the flange width and the total depth, the maximum oblique shear stress may be made uniform throughout the depth of the web, while at the same time the tensive and compressive stresses on oblique sections inside the flanges are made equal to those at the outside surfaces of the flanges.

Using $\delta$ for $\frac{h}{\mathrm{H}}$ and $(1-\beta)$ for the above $w$, it is shown that uniformity of shear stress over the web is obtained by making

$$
\frac{4(1-\beta)}{2-(1+\beta) \delta^{2}}=\left(\frac{\mathrm{M}^{\prime}}{\mathrm{M}} \mathrm{H}-\mathrm{H}^{\prime}\right)^{2}
$$

where $\mathrm{M}^{\prime}$ and $\mathrm{H}^{\prime}$ mean the rates at which the bending moment and the section depth vary per inch along the span, $M^{\prime}$ being, as is well known, equal to the total shear load on the section. Equality between the two most dangerous tensive and compressive stresses, at extremities of web and outside flanges, is obtained by making

$$
\frac{16(1-\beta)^{2}}{(1+\delta)^{2}(1-\delta)}=\left(\frac{\mathrm{M}^{\prime}}{\overline{\mathrm{M}}} \mathrm{H}-\mathrm{H}^{\prime}\right)^{2} .
$$

The combination of these two equations determines a relation
between $\beta$ and $\delta$ independent of $\mathrm{M}, \mathrm{M}^{\prime}, \mathrm{H}$, and $\mathrm{H}^{\prime}$. This relation
is

$$
(1+\delta)^{2}(1-\delta)=4(1-\beta)\left\{2-(1+\beta) \delta^{2}\right\}
$$

a relation which is very closely approximated to by the simpler equation

$$
\beta=\cdot 805+\frac{1}{2}(\delta-\cdot 72)^{2}+(\delta-\cdot 72)^{3} .
$$

A minimum value of $\beta=805$ is reached at $\delta=$ about $\cdot 7$. It is shown that for the standard case of a uniformly distributed load on a beam freely supported at its two ends, these adjustments lead with very close approximation to the proportion

$$
\delta=\cdot 72 \frac{\mathrm{M}_{c}}{\mathrm{~T}_{m} \mathrm{~L}^{2} \mathrm{~B}}
$$

where $\mathrm{M}_{c}$ is the central bending moment, L the span, B the flange width, and $\mathrm{T}_{m}$ the outside normal stress on flanges.

> Appendix I.-Economic Design of Turbines.
> (End of Chap. IX., p. 117.)

In The Engineer of 27th May, 10th June, and 17th June 1904, will be found a series of interesting calculations by the author on "Dynamic and Commercial Economy in Turbines." It is there shown that for greatest dynamic efficiency the angles between the periphery of the rotating wheel and the blades should be equal at entrance and at exit, that the tangent of this angle should be double the tangent of the peripheral angle of the fixed entrance guide-blades, and that the peripheral velocity of the wheel should be half the peripheral component of the water entrance-velocity. The angle of the rotating blades being called $\beta$, that of the fixed guides $\gamma$, and the water-velocity through these guides $w$, and the wheel-velocity $b$, these conditions give

$$
2 \tan \beta=\tan \gamma \text { and } b=\frac{w}{2} \cos \gamma .
$$

The linear velocity with which the water is fed into, and discharged from, the wheel is then $w \sin \gamma$.

Calling the dynamic efficiency $\epsilon$, the power in ft.-lbs. per
second delivered by the water to the wheel $H$, and the watercovered gate-area $A$, we find for water-turbines

$$
\epsilon=\cos ^{2} \gamma \quad \text { and } \quad \mathrm{H}=97 \mathrm{~A} w^{3} \sin \gamma \cos ^{2} \gamma
$$

The smaller $\gamma$ is made the nearer does $\epsilon$ approach unity ; but the $\gamma$-gradient of the power developed is

$$
\mathrm{H}^{\prime}=97 \mathrm{~A} w^{3} \cos \gamma\left(1-3 \sin ^{2} \gamma\right),
$$

and this gives maximum power at

$$
\sin ^{2} \gamma=\frac{1}{3} \text { or } \gamma=35^{\circ} 16^{\prime} \text { with } \therefore \beta=54^{\circ} 44^{\prime} \text { and } \epsilon=\frac{2}{3} \text {. }
$$

This would be the best angle for the design if, for a prescribed size of wheel (measured here by A) and prescribed entrancevelocity $w$, the chief aim was to obtain maximum horse-power without consideration of water-consumption. This, however, does not mean maximum commercial economy.

The power "in the water" consumed is $\frac{\mathrm{H}}{\boldsymbol{\epsilon}}$. Suppose that the cost of each extra unit of water-power consumed is $p$, while the value of each extra unit of power developed (H) is $h$. Then the "net revenue" or "working profit" obtained from the use of the turbine is shown to be

$$
\mathrm{R}=\cdot 97 \mathrm{~A} h v^{3} \sin \gamma\left(\cos ^{2} \gamma-\frac{p}{h}\right)-\mathrm{C}
$$

where $C$ represents initial costs incurred whatever power be taken from the wheel.

The $\boldsymbol{\gamma}$-gradient of R is

$$
\mathbf{R}^{\prime}=\cdot 97 \mathrm{~A} h w^{3} \cos \gamma\left(1-3 \sin ^{2} \gamma-\frac{p}{h}\right)
$$

The maximum net revenue $R$ for given size $A$ and given watervelocity $w$ is thus obtained with guide-blade angle giving

$$
\sin ^{2} \gamma=\frac{1}{3}\left(1-\frac{p}{h}\right) \text { and } \epsilon=\frac{2}{3}+\frac{1}{3} \frac{p}{h},
$$

which $\gamma$ is less than for maximum power $\left(\mathrm{H}^{\prime}=0\right)$ in that $\frac{p}{h}$ is here subtracted from unity. Here $\frac{p}{\sqrt{h}}$ is the ratio of cost of extra unit
of water-power consumed to value of extra unit of power utilised. With $\gamma$ so adjusted the maximum revenue is

$$
\mathrm{R}_{\max }=\cdot 373 \mathrm{~A} w^{3} h\left(1-\frac{p}{h}\right)^{\frac{3}{2}}-\mathrm{C}
$$

For different ratios of $p$ to $h$ the following are the results :-


As the relative cost of the water-power consumed goes up, dynamic efficiency becomes of greater commercial importance and the power extracted from the wheel with greatest commercial economy decreases.

Here there is no question of varying the size of the turbine. The problem is confined to finding the best power to extract from a given size of wheel under given conditions.

If the problem be how best to obtain a prescribed horse-power, the solution is quite different. The relative costs of providing a larger or smaller turbine have to be compared with the relative costs of working these at greater or smaller dynamic efficiencies. In this problem the value of the horse-power utilised is not involved. The prime cost of the installation must be reduced to a capital charge per unit of working time. The annual interest plus depreciation on the plant is divided by the number of working hours per year, and further reduced to a capital charge per second by dividing by 3600 . This is taken as an initial constant not varying with the size of the turbine plus a part $=a \mathrm{~A}$ proportional to this size as measured by the gate-area A. Adding to this the total working expenses, taken as in the other problems stated above, the total cost of the power per second is

$$
\mathrm{K}=\mathrm{C}+a \mathrm{~A}+p \frac{\mathrm{H}}{\epsilon}
$$

the constant $\mathbf{C}$ being different from that in the previous equations, Here $H, p$, and $a$ are also constants, but A and $\epsilon$ vary together according to the angle $\gamma$ chosen for the guide-blades. The larger
this angle the less is the efficiency, but the less also is the size of turbine required to develop the prescribed H . Let $\mathrm{K}^{\prime}, \mathrm{A}^{\prime}$, and $\epsilon^{\prime}$ be the $\gamma$-gradients of $\mathrm{K}, \mathrm{A}$, and e. The above equation gives

$$
\mathrm{K}^{\prime}=a \mathrm{~A}^{\prime}-p \mathrm{H} \frac{\epsilon^{\prime}}{\boldsymbol{\epsilon}^{2}}
$$

K is a minimum when $\mathrm{K}^{\prime}=0$, and this gives

$$
\epsilon^{2} \frac{\mathrm{~A}^{\prime}}{\epsilon^{\prime}}=\frac{p}{a} \mathrm{H}
$$

which, expressed in terms of $\gamma$, gives the criterion

$$
\frac{1-3 \sin ^{2} \gamma}{1 \cdot 94 \sin ^{3} \gamma}=w^{3} \frac{p}{a} .
$$

From this equation both H and A have disappeared by elimination, showing that the angle $\gamma$ giving maximum commercial economy does not vary with the horse-power required, and is the same for large and small sizes of turbine. In finding it the water entrancevelocity $w$ has been assumed constant, which practically means that the available head of water is fixed. The best $\gamma$ depends on the cube of this velocity, and on the ratio of the extra working costs per extra unit of water-power consumed to the extra capital costs per extra square foot of gate-area in the size of turbine. The following are the numerical results of the formula :-

| $\gamma$ | $10^{\circ}$ | $15^{\circ}$ | $20^{\circ}$ | $25^{\circ}$ | $30^{\circ}$ | $35^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m^{3} \frac{p}{a}$ | 87 | $23 \cdot 1$ | $8 \cdot 1$ | $3 \cdot 1$ | $1 \cdot 00$ | .034 |
| $\frac{p \mathrm{H}}{a \mathrm{~A} \mathrm{\epsilon}}$ | $15 \cdot 1$ | $5 \cdot 97$ | 2.73 | 1.30 | .50 | .02 |
| $\frac{a \mathrm{~A}}{p \mathrm{H}}$ | .068 | $\cdot 180$ | .415 | .94 | $2 \cdot 67$ | $75 \cdot 4$ |

Appendix K.-Commercial Egonomy.
(End of Chap. IX., p. 117.)
In all industrial applications of the doctrine of maximum and minimum values, it is most important to remember that the exact attainment of the exact maximum or minimum is never of practical importance. The method of the calculus here explained applies only to quantities with continuous variation; and, as the
gradient is zero at the place of maximum or minimum, on either side of this exact place there is a considerable range of base condition throughout which the deviation from maximum or minimum is so small as to be of no consequence. Indeed, in industrial problems the really best adjustments are hardly ever coincident with the exact values found theoretically, and for this reason that the theory never includes the consideration of every influential element. Minor elements are left out of the account in the theoretical calculation, and when the theoretical result has been found these minor elements quite rightly indicate the advisability of a small deviation from it in one or the opposite direction.

In the author's work, Commercial Economy in Steam and other Heat Power-Plants, published in 1905, many very interesting physical and financial maximum problems in the economic use of steam are worked out.

In this work the author enunciates for the first time a definite measure of industrial economy applicable to all productive effort. To this the name "economy coefficient" is given. It is $\frac{\mathrm{P}}{\mathrm{CT}}$,
where $P$ equals the value of any quantity of the product, $C$ the cost of production of the same, and T the "time of turn over." If P be taken as the time-rate of production reckoned at its final value, then CT will be the "working capital" permanently held up in the maintenance of the manufacture; so that the economy coefficient may also be expressed as "Value of Annual Production $\div$ Working Capital." This voorking capital does not include the fixed capital sunk in plant, buildings, etc.

The economy thus measured is capable of being raised or lowered by changes of various kinds in the methods of production. If such change affect all three factors $P, C$, and $T$, and if the change be capable of being made gradually, then the concurrent rates of change of these factors may be called $\mathrm{P}^{\prime}, \mathrm{C}^{\prime}$, and ${ }^{\prime} \mathrm{T}$, these being, say, the $x$-gradients, if $x$ be the measure of the element of manufacture which is being varied. Maximum economy is reached, so far as it is affected by change of $x$, when the $x$-gradient of $\frac{\mathrm{P}}{\mathrm{CT}}$
is zero ; that is, when

$$
\frac{\mathrm{P}^{\prime}}{\overline{\mathrm{P}}}=\frac{\mathrm{C}^{\prime}}{\mathrm{C}}+\frac{\mathrm{T}^{\prime}}{\mathrm{T}} .
$$

This criterion of maximum commercial economy is quite general in its applicability to every kind of productive industry in its development by every sort of change capable of continuous
gradation-whether in the manufacturing experiments the change be actually made gradually or suddenly.

If $P$ be the quantity produced per unit time and $\epsilon$ a coefficient of physical efficiency giving the ratio of this product to the quantity of raw material consumed, so that $\frac{P}{\epsilon}$ is this latter quantity; if $w$ be the total cost per extra unit of such raw material consumed together with the cost of working it up to the condition of the finished product; and if $p$ be the final value per extra unit of the product P ; then, if $p$ and $w$ are constant, any modification of the manufacture which affects $\mathbf{P}$ and $\in$ concurrently, gives a rate of variation of the net revenue

$$
\mathrm{R}^{\prime}=\frac{w \mathrm{P}}{\epsilon}\left\{\frac{\mathrm{P}^{\prime}}{\mathrm{P}}\left(\frac{p}{w} \epsilon-1\right)+\frac{\epsilon^{\prime}}{\epsilon}\right\} .
$$

Thus the maximum revenue is obtained when the rate of production is adjusted so as to make

$$
-\frac{\epsilon^{\prime} / \epsilon}{\mathrm{P}^{\prime} / \mathrm{P}}=\frac{p}{w} \epsilon-1 .
$$

Here the size and character of plant is supposed fixed, and this equation gives the most commercially economic rate at which to work the given plant.

The other most important commercial problem is to determine the best size of plant for a prescribed rate of production $P$. Here P is constant $\left(\mathrm{P}^{\prime}=0\right)$. With a larger or more expensive plant the efficiency may be raised so as to lessen the working expenses in proportion to $\frac{v \mathrm{P}}{\epsilon}$, but at the same time the capital charges are raised. These capital charges may be taken as equal to an initial constant plus $k \operatorname{P} f(\epsilon)$ where $k$ is a constant factor and $f(\boldsymbol{\epsilon})$ is a function of the efficiency dependent on the kind of industry investigated. The total annual cost for the prescribed rate of production $P$ is thus

$$
=\text { Constant }+k \operatorname{Pr}(\epsilon)+\frac{w \mathrm{P}}{\epsilon},
$$

and this is made a minimum by the adjustment

$$
\epsilon^{2} f^{\prime}(\epsilon)=\frac{w}{k} .
$$

$w$ and $k$ being among the prescribed data, and $f(\epsilon)$ and therefore $\varepsilon$ being functions of the size or prime cost of the plant, this
equation determines the most commercially economic size of plant to use. A particular example of the calculation has been given in Appendix $I$.

## Appendix L.-Indeterminate Forms.

(End of Chap. IX., p. 117.)
Whatever meaning be attached to the symbol $\infty$, the ratio $\frac{0}{\infty}$ is clearly and definitely 0 or zero; while the ratio $\frac{\infty}{0}$ is definitely $\infty$. But the three quantities $\frac{0}{0}, \frac{\infty}{\infty}, 0 \times \infty$ are more difficult to evaluate. They are termed "indeterninate." They arise as ratios and products of variables or fluxions, when these variables take special values, the said ratios and products having no ambiguity or indeterminateness when the variables have other than these special values. Thus X and $\boldsymbol{N}^{\boldsymbol{N}}$ may be functions of $x$, both of which come to zero for some special value of $x$.

There is in reality no such thing as a ratio between two zeros; a ratio can exist only between two quantities, and zero is not a quantity. The meaning attached to the symbol $\frac{0}{0}$ must, therefore, be in a sense conventional. The meaning attached to it is the ratio of X to $\hat{\boldsymbol{N}}$ when these functions have any corresponding or simultaneous minutely small values. To give this meaning real significance both X and $\underset{\sim}{*}$ must pass through zero as continuous functions of $x$; therefore they can both be represented graphically by curves on a scaled diagram. Let fig. 31 illustrate such graphic representations. Both $X$ and $\underset{\sim}{*}$ curves cross the horizontal axis at the same point $x_{1}$. Draw tangents to the two curves at this point. These tangents coincide with the curves for minutely small distances on either side of the touching point, and all minutely small values of $X$ and of $\hat{A}$ are given equally well by the curves or by their tangents. The slopes of the tangents are
 $\pm \delta x$ on either side of $x_{1}$, the values of X and ${ }^{\prime \prime}$ are thus $\mathrm{X}_{1}^{\prime} \delta x$
 the $\delta x$ is the same in both. It follows immediately that at any point close to $x_{1}$ on either side of it

$$
\left(\frac{X}{d^{x}}\right)_{1}=\frac{X_{1}^{\prime}}{d_{1}^{N_{1}^{\prime \prime}}} .
$$

As neither $X_{1}^{\prime}$ nor $\mathcal{O}_{1}^{\prime \prime}$ is zero or ambiguous in value, $\left(\frac{X}{X^{ \pm}}\right)_{1}$, or $\frac{0}{0}$ according to the meaning above assigned to this symbol, can be


Fig. 31.
evaluated as the ratio of the two $x$-gradients at the particular value $x_{1}$.

In this demonstration it is assumed that both curves $X$ and $\underset{\delta^{*}}{ }$


Fig. 32.
pass through the zero axis without break of gradient, that is, that both $\mathrm{X}^{\prime}$ and ${ }^{\text {OT" }}$ are continuous. In fig. 32 are shown two pairs of curves in which, while the functions $X$ and $\begin{gathered}\text { ot are themselves }\end{gathered}$
both continuous, the grudient of one of them, $\mathrm{X}^{\prime}$, is discontinuous at $x_{1}$. In this case $\frac{X}{X^{\prime \prime}}$, and, therefore, also $\frac{X}{\mathcal{O}^{\prime \prime}}$, has a certain definite value for any $+\delta x$ beyond $x_{1}$ and another different definite value for any $-\delta x$ below $x_{1}$.

If $\frac{X_{1}^{\prime}}{\hat{D N}_{1}^{\prime \prime \prime}}$ also assumes the form $\frac{0}{0}$, similar reasoning shows that
 by finding the ratio of these second gradients. The best graphic demonstration of this is obtained from a diagram with $x$ as base and $X^{\prime}$ and AN $_{0}^{\prime \prime}$ as ordinates to two curves. Then $X$ and $\hat{O}$ for any $\pm \delta x$ on either side of $x_{1}$ are the small triangular areas under the curves with common base $\pm \delta x$. These areas are proportional


If at $x_{1}$ the value of X becomes $\infty$ and that of $\hat{\text { of }}$ zero, then construct an $x$-diagram with two curves giving $\frac{1}{\mathbf{X}}$ and ©才. At $x_{1}$ the $\frac{1}{\mathrm{X}}$ curve, as also the $\mathcal{O}$ curve, both cross the zero axis, and the above rule may serve to evaluate $\left(\frac{\frac{0^{N}}{1 / X}}{1 / X}\right)_{1}=\left(X{ }_{0}^{N}\right)_{1}=\infty \times 0$.

Since

$$
\begin{aligned}
& \left(\frac{1}{\bar{X}}\right)^{\prime}=-\frac{X^{\prime}}{\bar{X}^{2}}, \text { we have } \\
& \left(\mathrm{X}_{\tilde{X}^{\prime}}\right)_{1}=-\left(\mathrm{X}^{2} \frac{\tilde{X}^{\prime \prime}}{X^{\prime}}\right)_{1} ;
\end{aligned}
$$

from which can also be deduced

$$
\left(X \hat{X}^{\nu}\right)_{1}=-\left(\hat{N}^{\hat{N}_{2}} \frac{X^{\prime}}{\hat{X}^{\prime \prime}}\right)_{1} .
$$

But neither of these last two formulas is useful, because if $X$ becomes $\infty$ at any finite value of $x$, so also does $\mathrm{X}^{\prime}$. The function $\left(\frac{1}{X}\right)$, however, may often be differentiated in terms of $x$ so as to eliminate entirely both X and $\mathrm{X}^{\prime}$. Thus

$$
(\mathrm{X} \underset{\mathrm{X}}{ })_{1}=\infty \times 0=\frac{\mathfrak{x}_{1}^{\prime \prime}}{\left(\frac{1}{\mathrm{X}}\right)_{1}^{\prime}}
$$

usually gives a definite value. Otherwise the product X $\underset{\text { - }}{ }$ may
reduce by cancellation to a function of $x$ which does not give an indeterminate value at $x$. This latter method must be adopted when $\mathrm{X}=x$, because $\left(\frac{1}{x}\right)^{\prime}=-\frac{1}{x^{2}}$ gives $\left(x_{\mathrm{c}}^{\mathrm{N}}\right)_{\infty}=-x^{2} \hat{x^{\prime \prime}}=-\infty^{2} \times 0$, since, if $\hat{\boldsymbol{N}}=0$ at $x=\infty$, necessarily $\boldsymbol{x}^{\prime \prime}$ also $=0$ at same limit.

To engineers the most interesting case is that of the commonly used expansion curve $p v^{n}=\mathrm{K}$. This gives infinite volume for zero pressure. Here $v=\left(\frac{\mathrm{K}}{p}\right)^{\frac{1}{n}}$ and $p v=\mathrm{K} v^{1-n}=\mathrm{K}^{\frac{1}{n}} p^{\frac{n-1}{n}}$.

In this case at zero pressure,

$$
\begin{array}{rlrl}
p v & =0 & \text { if } & n>1 \\
& =k & \# n=1 \\
& =\infty & \# n<1,
\end{array}
$$

the last case being for a curve lying above the hyperbolic or "gas isothermal." This last curve corresponds to expansion accompanied by very rapid heating. The work done by the expansion down to zero pressure from $p_{1} v_{1}$ is (see § $110, \mathrm{p} .63$ )

$$
\begin{aligned}
\mathrm{W}=\frac{p_{1} v_{1}-(p v)_{p=0}}{n-1} & =\frac{p_{1} v_{1}}{n-1} \text { if } n>1 \\
& =\infty \quad, n<1
\end{aligned}
$$

When $n=1, \mathrm{~W}$, according to this formula, takes the indeterminate form $\frac{0}{0}$; but the special integration

$$
\int_{1}^{2} p d v=p_{1} v_{1} \log \frac{v_{2}}{v_{1}}
$$

shows that the value is $\infty$ when $p_{2}=0$, and $\therefore v_{2}=\infty$.
to which the first rule given applies. Taking the ratio of the $x$-gradients, there is found

$$
\left(\frac{X}{O^{\prime}}\right)_{1}=\left(\frac{X}{O^{W}}\right)_{1}^{2} \cdot \frac{W_{1}^{\prime \prime}}{X_{1}^{\prime}} \text {, or }\left(\frac{X}{D^{\prime}}\right)_{1}=\frac{X_{1}^{\prime}}{A_{1}^{\prime \prime}} \text {. }
$$

As it stands this is of no use, because both $\mathrm{X}_{1}^{\prime}$ and ${\underset{\mathrm{A}}{1}}^{\prime}=\infty$. But
by cancellation, or otherwise, the ratio $\frac{\mathrm{X}^{\prime}}{\mathrm{Dt}_{1}^{\prime \prime}}$ may be reducible to determinate form, while $\frac{X}{d^{x}}$ is not so.

A theoretically important case is the value of $x \log _{e} x$ when $x=0$. It takes then the form $-0 \times \infty$. Taking $x \log _{e} x=\frac{\log _{e} x}{1 / x}$, and differentiating both numerator and divisor, we find the value $-\frac{1}{x \times \frac{1}{x^{2}}}=-x=0$ at the limit.
The discussion in § 104, page 60, affords another illustration of the theoretical importance of this method. Here $\frac{x^{n}-1}{n}$ was demonstrated graphically to equal $\log _{e} x$ when $n=0$, at which value it takes the form $\frac{0}{0}$. Considering $x$ constant, the $n$-gradient of $\left(x^{n}-1\right)$ is $x^{n} \log _{e} x$, and the $n$-gradient of $n$ is 1 . Since $x^{0}=1$, the metbod now explained gives at once $\frac{x^{n}-1}{n}=\log _{e} x$ when $n=0$.
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## NOTATION.

Letters near the beginning of the alphabet denote constants which may in general be positive or negative, whole or fractional, real quantities or numbers. Those near the end of the alphabet denote variables.

The symbol $\equiv$ stands for "denotes" or "is identical with."
The symbols $>, \ngtr,<, \psi$ stand for greater than, not greater than, less than, not less than, respectively.

The symbols $f(), F(), \phi(), \psi()$, denote any function of the quantity placed inside the brackets, except when restricted by the context.
$\mathrm{X}, \mathcal{E}, \mathcal{N}, \chi$ are briefer symbols for functions of $x$.
$\mathrm{L}, \mathrm{M}, \mathrm{N}, \mathrm{P}, \mathrm{Q}, \mathrm{R}$ also sometimes denote functions of the variable. $\mathrm{Y} \equiv$ any function of the variable $y$ which is independent of $x$. $f(a) \equiv$ the same function of $a$ that $f(x)$ is of the variable $x$.

$$
\begin{aligned}
& {[f(x)]_{a}^{b} \equiv f^{\prime}(b)-f(a)} \\
& f^{\prime}(x) \equiv \frac{d f(x)}{d x}: \quad f^{\prime \prime}(x) \equiv \frac{d^{2} f(x)}{d x^{2}}: \ldots-f^{n}(x) \equiv \frac{d^{n} f(x)}{d x^{n}} \\
& \mathrm{X}^{\prime} \equiv \frac{d \mathrm{X}}{d x}: \quad \mathrm{X}^{\prime \prime} \equiv \frac{d^{2} \mathrm{X}}{d x^{2}}: \ldots \mathrm{X}^{(n)} \equiv \frac{d^{n} \mathrm{X}}{d x^{n}} \\
& \mathbf{Y}^{\prime} \equiv \frac{d \mathrm{Y}}{d y}: \quad \mathrm{Y}^{\prime \prime} \equiv \frac{d^{2} \mathrm{Y}}{d y^{2}}: \ldots \mathrm{Y}^{(n)} \equiv \frac{d^{n} \mathrm{Y}}{d y^{n}} \\
& f^{\prime}(\mathrm{X}) \equiv \frac{d f(\mathrm{X})}{d \mathbf{X}}: \quad f^{\prime}(\mathrm{Y}) \equiv \frac{d f(\mathrm{Y})}{d \mathbf{Y}} \\
& f_{x}^{\prime}(\mathrm{X}) \equiv \frac{d f(\mathrm{X})}{d x}: \quad f_{x}^{\prime \prime}(\mathrm{X}) \equiv \frac{d^{2} f(\mathrm{X})}{d x^{2}}: \ldots f_{x}^{n}(\mathrm{X}) \equiv \frac{d^{n} f(\mathrm{X})}{d x^{n}}
\end{aligned}
$$

$\frac{\partial}{\partial x} \equiv$ partial differentiation with respect to $x$.
$f^{\prime}(x, y) \equiv$ the differential coefficient with respect to $x$ of the function $f(x, y)$ where $x$ and $y$ are independent variables.
$f_{x y}^{\prime \prime}(x, y) \equiv f_{y x}^{\prime \prime}(x, y) \equiv$ the second differential coefficient of $f(x, y)$ with respect to $x$ and $y$, where $x$ and $y$ are independent variables.
$\int \mathrm{X} d x \equiv$ Integral of X with respect to $x$
$\int^{(2)} \mathrm{X} d x^{2} \equiv \iint \mathrm{X} d x^{2} \equiv \iint \mathrm{X} d x d x \equiv \int\left\{\int \mathrm{X} d x\right\} d x$
$\int^{(n)} \mathbf{X} d x^{n} \equiv \iint-\left(n f_{\text {symbols }}\right) \mathbf{X} d x^{n} \equiv \iint-\left(n f_{\text {symboots }}\right) \mathbf{X} d x d x-\left(n d x^{\prime} s\right)$
$\iint f(x, y) d y d x \equiv \int\left\{\int f(x, y) d y\right\} d x$
$\Sigma$ or $\Sigma() \equiv$ Sum of a series of terms of the same type as that following $\Sigma$ or placed within the brackets.

$\int_{a} f(x) d x \equiv \int_{a}^{x} f(x) d x$
$n!\equiv 1 \times 2 \times 3 \cdots-(n-1) \times n$; ( $n$ being a positive integer).
$\log _{10} x \equiv \log x$ in the Decimal or Common system of logarithms.
$\log _{e} x \equiv \log x$ in the Natural or Neperian
$e \equiv 2 \cdot 7182818 \cdots \equiv 1+\frac{1}{1}+\frac{1}{2!}+\frac{1}{3!}+\cdots--\equiv$ base of Neperian logarithms
$\exp (x) \equiv e^{x} \equiv 1+\frac{x}{1}-+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots$
$\mathrm{B}_{1}, \mathrm{~B}_{2} \cdots$ (Bernoulli's Numbers).*
In trigonometric functions the angles are given in "circular measure," the unit being the radian which $=\frac{180^{\circ}}{\pi}$ or $57^{\circ} 17^{\prime} 45^{\prime \prime}$ nearly.
$\Gamma(n) \equiv \int_{0}^{\infty} e^{-x} x^{n-1} d x$ (the Gamma Function). See X. 1-6.

## Abbreviations.

Sp. Case $=$ Special Case
Exc. $\equiv$ Exceptional Case, or Case of failure.

[^36]
## I. GENERAL THEOREMS.

1. $\int \mathrm{X}^{\prime} d x=\mathrm{X}+\mathrm{C}$

$$
\begin{aligned}
& \int^{[\mid 2]} \mathrm{X}^{\prime \prime} d x^{2}=\mathrm{X}+\mathrm{C}_{1} x+\mathrm{C}_{0} \\
& \int^{(3)} \mathrm{X}^{\prime \prime \prime} d x^{3}=\mathrm{X}+\mathrm{C}_{2} x^{2}+\mathrm{C}_{1} x+\mathrm{C}_{0} \\
& \int^{(n) \mathrm{X}^{(n)}} d x^{n}=\mathrm{X}+\mathrm{C}_{n-1} x^{n-1}+\mathrm{C}_{n-2} x^{n-2} \cdots+\mathrm{C}_{1} x+\mathrm{C}_{0}
\end{aligned}
$$

2. $\int_{a}^{b} f^{\prime}(x) d x=f(b)-f(a)$
3. $\int a f(x) d x=a \int f(x) d x$

4. $\int_{a}^{c} \mathrm{X} d x=\int_{a}^{b} \mathrm{X} d x+\int_{b}^{c} \mathrm{X} d x$

Sp. Case: $\int_{a}^{b} \mathrm{X} d x=-\int_{b}^{a} \mathrm{X} d x$
6. $\int_{x_{1}}^{x_{2}} f(x) d x=\int_{\mathrm{X}_{1}}^{\mathrm{X}_{2}} f\{\phi(\mathrm{X})\} \phi^{\prime}(\mathrm{X}) d \mathrm{X}$
where $\quad \begin{aligned} & x=\phi(\mathrm{X}) \\ & x_{1} \equiv \phi\left(\mathrm{X}_{1}\right) \\ & x_{2} \equiv \phi\left(\mathrm{X}_{2}\right)\end{aligned} \quad \phi^{\prime}(\mathrm{X}) \equiv \frac{d \phi(\mathrm{X})}{d \mathrm{X}} \equiv \frac{d x}{d \mathrm{X}}$
Sp. Case: $\int \mathbf{X} d x=\int \frac{\mathbf{X}}{\bar{X}^{\prime}} d \mathbf{X}$
7. (Integration by Parts.)
 or $\int \mathbf{X} \boldsymbol{\Xi}^{\prime} d x=\mathrm{X} \Xi-\int \mathrm{X}^{\prime}$ E $d x=\mathrm{X} \boldsymbol{E}-\int \mathrm{E} d \mathbf{X}$
Sp. Case: $\int \mathrm{X} d x=\mathbf{X} x-\int x d \mathbf{X}$.

Appendix M.-Integration by Parts: Special Cases.
(I. No. 7.)

The special case $E^{\prime}=x^{m}$ is worth notice. It gives

$$
\int \mathrm{X} x^{m} d x=\frac{\mathbf{X} x^{m+1}}{m+1}-\frac{1}{m+1} \int \mathrm{X}^{\prime} x^{m+1} d x
$$

With

$$
m=1: \int \mathrm{X} x d x=\frac{\mathbf{X} x^{2}}{2}-\frac{1}{2} \int \mathrm{X}^{\prime} x^{2} d x
$$

"

$$
m=0: \int \mathrm{X} d x=\mathrm{X} x-\int \mathrm{X}^{\prime} x d x
$$

"

$$
m=-1: \int \frac{\mathrm{X}}{x} d x=\mathrm{X} \log x-\int \mathrm{X}^{\prime} \log x d x
$$

With

$$
\mathrm{X}=(\log x)^{n}: \int x^{m}(\log x)^{n} d x=\frac{x^{m+1}(\log x)^{n}}{m+1}-\frac{n}{m+1} \int x^{m}(\log x)^{n-1} d x .
$$

With $\quad \mathrm{X}=\log x: \int x^{m} \log x d x=\frac{x^{m+1}}{m+1}\left(\log x-\frac{1}{m+1}\right)$.

$$
\mathrm{X}=\log x: \int \exists^{\prime} \log x d x=\log x-\int \frac{马}{x} d x \text {. }
$$

All the formulæ of Section IX. are deduced by help of this I. 7.
8. $\int \mathrm{X} \exists d x=\mathrm{X} \int \mathrm{E} d x-\mathrm{X}^{\prime} \int^{(2)} \mathrm{E} d x^{2}+\mathrm{X}^{\prime \prime} \int^{(3)} \mathrm{E} d x^{3}+\cdots$

$$
\left.\pm \mathrm{X}^{(n-1)}\right\}^{(n)} \equiv d x^{n} \mp \int\left\{\mathbf{X}^{(n)} \int^{(n)} \equiv d x^{n}\right\} d x
$$

Sp. Case: $: ~=1: \int \mathrm{X} d x=\frac{x}{1} \mathrm{X}-\frac{x^{2}}{1 \cdot 2} \mathrm{X}^{\prime}+\frac{x^{3}}{3!} \mathrm{I}^{\prime \prime}-\frac{x^{4}}{4} \mathrm{X}^{\prime \prime \prime}+$ etc.
9. $\int \frac{\mathrm{X}^{\prime}}{\overline{\mathrm{X}}} d x=2 \cdot 3026 \cdots-\log _{10} \mathrm{X}+\mathrm{C}=\log _{c} \mathrm{X}+\mathrm{C}$
10.

Approximate Integration.
(i.) $\int_{a}^{b} \mathrm{X} d x=\frac{b-a}{2 n}\left(\mathrm{X}_{0}+2 \mathrm{X}_{1}+2 \mathrm{X}_{2}+\cdots+2 \mathrm{X}_{n-1}+\mathrm{X}_{n}\right)$
where $\mathrm{X}_{0}$ is the value of X when $x=a$

$$
\begin{array}{llllll}
" & \mathrm{X}_{1} & " & " & " & "=a+\frac{b-a}{n} \\
" & \mathrm{X}_{2} & " & " & " & "=a+\frac{2(b-a)}{n} \\
" & \mathrm{X}_{r} & " & " & " & "=a+r \cdot \frac{b-a}{n}
\end{array}
$$

with ( $b-a$ ) divided into $n$ equal parts giving $(n+1)$ values of X .
(ii.) (Simpson's Rule.)

$$
\begin{aligned}
& \begin{array}{l}
\int_{a}^{b} \mathrm{X} d x=\frac{b-a}{6 n}\left\{\begin{array}{r}
\mathrm{X}_{0}+\mathrm{X}_{2 n}+4\left(\mathrm{X}_{1}+\mathrm{X}_{3}+\mathrm{X}_{5}+\cdots-\right) \\
+2\left(\mathrm{X}_{2}+\mathrm{X}_{4}+\mathrm{X}_{6}+\cdots+\mathrm{X}_{2 n-2}\right)
\end{array}\right\}
\end{array} \\
& \text { where } \left.\mathrm{X}_{0}, \mathrm{X}_{1}, \text { etc. } \equiv \text { as in (i.) }\right)
\end{aligned}
$$

with ( $b-a$ ) divided into $2 n$ equal parts giving $(2 n+1)$ values of X .
(iii.)

$$
\left.\begin{array}{l}
\int_{a}^{b} f(x) d x=h\left[\frac{1}{2}\{f(b)+f(a)\}+f(a+h)+f(a+2 h)\right. \\
+-\cdots+f(b-h)
\end{array}\right]
$$

* See note at end of Sect. VIII,


## 11. Method of Undetermined Coeffiolents.

(i.) If a function be expressible in a certain form containing unknown coefficients, these coefficients can be determined by transforming the identity and equating coefficients of terms whose variable part is the same function of the variable (e.g., the same power, or the same trigonometrical function), or in which the variable is absent (constant terms).
The transformation referred to may be:-
(a) Differentiating both sides (as in III. B. 18).
(b) Clearing of fractions (as in II. E. 2, etc.).
(ii.) Another method: Give to the primitive variable as many different values, in the identity, as there are coefficients to be determined; whereby we get as many equations as are necessary to determine them.

## General Note re Imaginaries.

Some of the formulas here given contain parts which would become imaginary if the quantities involved took values outside certain limits: becoming, e.g., square roots and logarithms of negative quantities, inverse sines of quantities greater than unity, etc. When a definite integral is deduced from the indefinite one, these imaginaries, explicitly or implicitly, cancel one another, if the subject of integration is itself real. But, in many instances, two or more forms are given for the integral of the same function (e.g., III. B. 6, VI. 5, 6), of which that one is to be selected which, for the values of the constants in the particular problem under consideration, is free from imaginaries.

Some of these formulas contain parts which are imaginary for certain values of $x$ only, whatever the constants may be, and others do so for all values of $x$ when the constants are outside certain limits. E.g., the formula $\sin ^{-1} \frac{x}{a}$ is imaginary when $x>a$, but not when $x$ lies between $-a$ and $+a$. On the other hand, the formula $\frac{1}{\sqrt{b}} \sinh ^{-1}\left\{x \sqrt{\frac{b}{a}}\right\}$ contains imaginaries when $b$ is negative, whatever the value of $x$ may be.

In these classified tables, the conditions under which a formula involves imaginaries are, as a rule, pointed out in cases of the latter sort, but not in those of the former.

Special Note as to Logarithmic Terms.
When a term of the form $A \log X$, where $A$ is a constant, occurs in an integral, it becomes imaginary when $x$ has such values as make $X$ negative ; but in such cases $A \log (-X)$, which is real, may always be used instead of $A \log X$, since it has the same differential coefficient as $\mathbf{A} \log \mathbf{X}$. This note applies to III. A. 3, $5,11,16$, etc.

## Note re Inverse Ust of Tables to find Differential Coefficients.

Although the chief purpose of these Tables is to assist in Integration, they may also be used to find gradients or differential coefficients of given functions. To use them for this purpose, search for the given function on the right-hand side of the page. lts $x$-gradient is the corresponding quantity on the left-hand side of the page with the sigu of integration $\int$ and $d x$ removed.

The function to be differentiated will not, however, always be found under the subject-title proper to the function, since the arrangcruent of the tables classifies differentials, and not integrals, according to subject. For instance, the differentials of $\sin ^{-1} x$, $\tan ^{-1}$, ctc., $\sinh ^{-1} x, \cosh ^{-1} x$, etc., will be found in Section III." Algebraical."

## II.-CHIEF METHODS OF TRANSFORMATION.

A. Express the subject of integration as the sum of a series of terms, and integrate these separately (see I. 4). (Integration by decomposition or separation.)

$$
\begin{gathered}
E . g ., \int \log \{(1+2 x)(1+3 x)\} d x \equiv \int\{\log (1+2 x)+\log (1+3 x)\} d x \\
\equiv \int \log (1+2 x) d x+\int \log (1+3 x) d x
\end{gathered}
$$

B. Add and subtract the same quantity. E.g.,

$$
\begin{aligned}
\int \frac{x d x}{1+2 x} & =\int \frac{\left(x+\frac{1}{2}\right)-\frac{1}{2}}{1+2 x} d x \\
& =\int\left\{\frac{1}{2}-\frac{1}{2(1+2 x)}\right\} d x .
\end{aligned}
$$

C. Multiply (or divide) numerator and denominator by the same quantity. . E.g.,

$$
\begin{aligned}
\int \tan ^{3} x d x & =\int \frac{\tan ^{3} x\left(1+\tan ^{2} x\right) d x}{1+\tan ^{2} x} \\
& =\int \frac{\tan ^{3} x i \tan x}{1+\tan ^{2} x}
\end{aligned}
$$

Sp. Case :

$$
\frac{\mathbf{M}+\mathrm{N} \sqrt{\mathbf{R}}}{m+n \sqrt{\mathbf{R}}}=\frac{(\mathrm{M}+\mathrm{N} \sqrt{\mathrm{R}})(m-n \sqrt{\mathbf{R}})}{m^{2}-n^{2} \mathbf{R}}
$$

D. Expand in a series (see p. 146). E.g.,

$$
\int \frac{d x}{\sqrt{ }\left(1-k^{2} \sin ^{2} x\right)}=\int\left\{1+\frac{1}{2} k^{2} \sin ^{2} x+\frac{1 \cdot 3}{2 \cdot 4} l^{4} \sin ^{4} x+\cdots\right\} d x
$$

Sp. Case: II. F.
E. Resolve rational fractions into partial fractions. (See p. 167.)
F. Express a product of powers of sines and cosines as a sum of terms, each consisting of a sine or cosine multiplied by a constant. (See p. 168.)
G. Substitute $f(\mathrm{X})$ for $x$ and $f^{\prime}(\mathrm{X}) d \mathrm{X}$ for $d x$. (See I. 6.)

$$
\text { Sp. Case: } \left.\begin{array}{c}
f(\mathrm{X}) \equiv p \mathrm{X}+q=x \\
d x=p d \mathrm{X}
\end{array}\right\} .
$$

In the case of a definite integral, change the limits correspondingly (See I. 7), or else transform back to $x$ after integration, before assigning limits. (See p. 148.)
H. Differentiatc or integrate an integral with respect to any quantity in it which is not a function of $x$, and a new integral is deduced.
K. Use integration by parts. (See I. 7.)

## II. D. Chief Methods of Expansion in Series :-

1. Binomial Theorem.
2. Exponential Theorem.
3. Expansion of $\log _{e}(1 \pm x)$.
4. Trigonometric series derived from the preceding expansions, by use of imaginaries.
5. Taylor's Theorem or Maclaurin's Theorem (including 1, 2, 3, as special cases).
6. Fourier's Expansion in series of sines and cosines.
7. Spherical Harmonics, Lamé's Functions, Bessel's Functions, Toroidal Functions, etc.

## II. E. Partial Fractions.

$\frac{\mathrm{F}(x)}{f(x)} \equiv \frac{\mathrm{A} x^{m}+\mathrm{B} x^{m-1}+\cdots+\mathrm{H}}{a x^{n}+b x^{n-1}+\cdots+h}$ where $m$ and $n$ are positive integers.

1. If $m \nless n$ reduce $\frac{\mathrm{F}(x)}{f^{\prime}(x)}$ by ordinary division to an integral function of $x,+$ a fraction of similar form to the above with $m<n$.
2. First Case. $f(x) \equiv$ a product of simple factors, all different.

$$
\begin{aligned}
& f(x) \equiv a(x-p)(x-q) \cdots(x-s) \\
& \frac{\mathrm{F}(x)}{f(x)}=\frac{\mathrm{P}}{x-p}+\frac{\mathrm{Q}}{x-q}+\cdots+\frac{\mathrm{S}}{x-s} .
\end{aligned}
$$

To find P, Q $\cdots$. S, which are constants, use I. 11 (i.), (b).

$$
\text { Otherwise, } \mathrm{P}=\frac{\mathrm{F}(p)}{f^{\prime}(p)}, \mathrm{Q}=\frac{\mathrm{F}(q)}{f^{\prime}(q)} \text { etc. }
$$

3. Second Case. Some factors repeated.

$$
\begin{gathered}
\text { E.g. } f(x) \equiv a(x-p)^{3}(x-q)^{2}(x-r) \cdots \\
\frac{\mathrm{F}(x)}{f(x)} \equiv \frac{\mathrm{P}_{1}}{x-p}+\frac{\mathrm{P}_{2}}{(x-p)^{2}}+\frac{\mathrm{P}_{3}}{(x-p)^{2}}+\frac{\mathrm{Q}_{1}}{x-q}+\frac{\mathrm{Q}_{2}}{(x-q)^{2}}+\frac{\mathrm{R}}{x-r}+\cdots
\end{gathered}
$$

To find $\mathrm{P}_{1} \mathrm{P}_{2} \ldots$ use I. 11. (i.).
4. Third Case. $f(x)$ not a product of real simple factors, but contains quadratic factors all different. E.g.

$$
\begin{aligned}
& f(x) \equiv a\left(x^{2}+k x+l\right)\left(x^{2}+m x+n\right)(x-p)(x-q) \cdots \\
& \mathrm{F}(x)=\frac{\mathrm{K} x+\mathrm{L}}{\overline{f(x)}}=\frac{\mathrm{M} x+\mathrm{N}}{x^{2}+k x+l}+\frac{\mathrm{P}}{x^{2}+m x+n}+\frac{\mathrm{P}}{x-p}+\cdots
\end{aligned}
$$

Determine the constants $\mathrm{K}, \mathrm{L}, \mathrm{M}$, etc., by I. 11. (i.).
5. Fourth Case. Some quadratic factors repeated. E.g.

$$
\begin{gathered}
f(x) \equiv \alpha\left(x^{2}+k x+l\right)^{3}\left(x^{2}+m x+n\right)(x-p) \cdots \\
\frac{\mathrm{F}(x)}{f(x)} \equiv \frac{\mathrm{K}_{1} x+\mathrm{L}_{1}}{x^{2}+k x+l}+\frac{\mathrm{K}_{2} x+\mathrm{L}_{2}}{\left(x^{2}+k x+l\right)^{2}}+\frac{\mathrm{K}_{3} x+\mathrm{L}_{3}}{\left(x^{2}+k x+l\right)^{3}} \\
\quad+\frac{\mathrm{M} x+\mathrm{N}}{x^{2}+m x+n}+\frac{\mathrm{P}}{x-p}+\cdots
\end{gathered}
$$

Determine the constants $\mathrm{K}_{1} \mathrm{~L}_{1}$ etc., by I. 11. (i.).

## II. F. Sines and Cosines.

1. Use repeatedly

$$
\operatorname{Sin} m x \cos n x \equiv \frac{1}{2}\{\sin (m+n) x+\sin (m-n) x\}
$$

$\operatorname{Cos} m x \cos n x \equiv \frac{1}{2}\{\cos (m+n) x+\cos (m-n) x\}$
$\operatorname{Sin} m x \sin n x=\frac{1}{2}\{\cos (m-n) x-\cos (m+n) x\}$
E.g. $\operatorname{Sin}^{3} x \cos 2 x \cos x \equiv \frac{1}{8} \sin 4 x-\frac{1}{16} \sin 6 x-\frac{1}{16} \sin 2 x$.
2. Alternative method. $i \equiv \sqrt{-1}$.

$$
\text { Use } \begin{aligned}
\mathrm{X} \equiv e^{i x} \therefore 2 \cos x & =\mathrm{X}+\mathrm{X}^{-1} \\
2 i \sin x & =\mathbf{X}-\mathrm{X}^{-1} \\
2 \cos n x & =\mathrm{X}^{n}+\mathrm{X}^{-n} \\
2 i \sin n x & =\mathrm{X}^{n}-\mathrm{X}^{-n} .
\end{aligned}
$$

Express sines and cosines of $x$ or its multiples in terms of $X$. Multiply out. Collect pairs of terms of the form $C\left(X^{n} \pm X^{-n}\right)$, and reintroduce sines and cosines.
E.g. $\quad \operatorname{Sin}^{3} x \cos 2 x \cos x$

$$
\begin{aligned}
& =\frac{1}{(2 i)^{3} 2^{2}}\left(\mathrm{X}-\mathrm{X}^{-1}\right)^{3}\left(\mathrm{X}^{2}+\mathrm{X}^{-2}\right)\left(\mathrm{X}+\mathrm{X}^{-1}\right) \\
= & -\frac{1}{16} \frac{1}{2 i}\left\{\mathrm{X}^{6}-\mathrm{X}^{-8}-2\left(\mathrm{X}^{4}-\mathrm{X}^{-4}\right)+\mathrm{X}^{2}-\mathrm{X}^{-2}\right\} \\
= & -\frac{1}{16}\{\sin 6 x-2 \sin 4 x+\sin 2 x\} .
\end{aligned}
$$

## II. G.—Substitutions.

1. $(a x+b)^{n} d x=\frac{1}{a} \mathrm{X}^{n} d \mathrm{X}$
2. $\left.\mathrm{F}(a x+b) d x=\frac{1}{a} \mathrm{~F}(\mathrm{X}) d \mathrm{X}\right\} \mathrm{X} \equiv a x+b$.

$$
\text { Sp Case: } \quad b= \pm \frac{\pi}{2} . \quad \text { (See VI. head note.) }
$$

3. $\frac{d x}{x \sqrt{\left(a x^{2}+b\right)}}=\frac{-d \mathrm{X}}{\sqrt{ }\left(a+b \mathrm{X}^{2}\right)} \quad \mathrm{X} \equiv \frac{1}{x}$.
4. $\frac{x^{m} d x}{(a x+b)^{q / p}}=\frac{p}{a^{m+1}}\left(\mathrm{X}^{p}-b\right)^{m} \mathrm{X}^{p-q-1} d \mathrm{X}$

$$
\mathrm{X} \equiv(a x+b)^{1 / p} .
$$

5. $\mathrm{F}\left(a x^{2}+b x+c\right) d x=\mathrm{F}\left\{a\left(\mathrm{X}^{2}+k\right)\right\} d \mathrm{X}$

$$
\mathrm{X} \equiv x+\frac{b}{2 a}, \quad k \equiv \frac{4 a c-b^{2}}{4 a^{2}}
$$

$6 \frac{d x}{\sqrt{\}(x-a)(x-b)\}}}=\frac{2 d \mathrm{X}}{1-\mathrm{X}^{2}}, \mathrm{X} \equiv \sqrt{\left(\frac{x-a}{x-b}\right)}$.
7. $\mathrm{F}\left(x^{2}+k^{2}\right) d x=\mathrm{F}\left(k^{2} \sec ^{2} \mathrm{X}\right) k \sec ^{2} \mathbf{X} d \mathbf{X}$

$$
\mathrm{X} \equiv \tan ^{-1} \frac{x}{k} .
$$

Otherwise $=\mathbf{F}\left(k^{2} \cosh ^{2} \mathrm{X}\right) k \cosh \mathbf{X} d \mathbf{X}$

$$
\mathrm{X} \equiv \sinh ^{-1} \frac{x}{7}
$$

8. $\mathrm{F}\left\{\left(x^{2}-k^{2}\right)^{\frac{1}{2}}\right\} d x=\mathrm{F}(k \tan \mathrm{X}) k \sec \mathrm{X} \tan \mathrm{X} d \mathrm{X}$

$$
\mathrm{X} \equiv \sec ^{-1} \frac{x}{k} .
$$

Otherwise $=\mathbf{F}(k \sinh \mathrm{X}) k \sinh \mathbf{X} . d \mathbf{X}$

$$
\mathrm{X} \equiv \cosh ^{-1} \frac{x}{k} .
$$

9. $\mathrm{F}\left\{\left(k^{2}-x^{2}\right)^{\frac{1}{2}}\right\} d x=\mathrm{F}(k \cos \mathrm{X}) k \cos \mathrm{X} d \mathrm{X}$

$$
\mathrm{X}=\sin ^{-1} \frac{x}{k}
$$

10. $\mathbf{F}\left(x, \log _{e} x\right) d x=\mathbf{F}\left(e^{\mathrm{x}}, \mathbf{X}\right) e^{\mathbf{x}} d \mathbf{X}$

$$
\mathrm{X} \equiv \log _{\varnothing} x
$$

11. $\mathrm{F}(b \cos x+c \sin x) d x=\mathrm{F}\left\{\sqrt{ }\left(b^{2}+c^{2}\right) \sin \mathrm{X}\right\} d \mathrm{X}$

$$
\mathrm{X} \equiv x+\tan ^{-1} \frac{b}{c}
$$

Otherwise, as in II. G. 12.
12. $\mathbf{F}(a+b \cos x+c \sin x) d x=\mathrm{F}\left\{\frac{a+b+2 c \mathbf{X}+(a-b) \mathrm{X}^{2}}{1+\mathrm{X}^{2}}\right\} \frac{2 d \mathrm{X}}{1+\mathrm{X}^{2}}$ $\mathrm{X} \equiv \tan \frac{x}{2}$.
13. $\mathrm{F}\left(a+b \cos ^{2} x+c \sin ^{2} x\right) d x=\mathrm{F}\left\{\frac{a+b+(a+c) \mathrm{X}^{2}}{1+\mathrm{X}^{2}}\right\} \frac{d \mathrm{X}}{1+\mathrm{X}^{2}}$ $\mathrm{X} \equiv \tan x$.
14. $\mathrm{F}\left(\cos x, \sin ^{2} x\right) \cdot \sin x d x=-\mathrm{F}\left\{\mathrm{X},\left(1-\mathrm{X}^{2}\right)\right\} d \mathrm{X}$ $\mathrm{X} \equiv \cos x$.
15. $\mathrm{F}\left(\sin x, \cos ^{2} x\right) \cdot \cos x d x=\mathrm{F}\left\{\mathrm{X},\left(1-\mathrm{X}^{2}\right)\right\} d \mathrm{X}$ $X \equiv \sin x$.
16. $\mathbf{F}\left(\sin ^{-1} x\right) d x=\mathrm{F}(\mathrm{X}) \cos \mathrm{X} d \mathrm{X}$,

$$
\mathrm{X} \equiv \sin ^{-1} x
$$

and similarly for other inverse functions.

## III.-IX.-TABLE OF INTEGRALS.

## III. ALGEBRAIC FUNCTIONS.

## III. A. Mainly Rational.

1. $\int a d x=\mathrm{C}+a x$.
2. $\int x^{n} d x=\mathrm{C}+\frac{x^{n+1}}{n+1}$.
[Exc. $n=-1$. (See III. A. 3.)]
3. $\int \frac{d x}{x}=\mathbf{C}+2.302585 \cdots \times \log _{10} x$

$$
=\mathrm{C}+\log _{e} x .
$$

4. $\int(a x+b)^{n} d x=\mathrm{C}+\frac{1}{(n+1) a}\left(a_{x} x+b\right)^{n+1}$. Exc. $n=-1$. (See III. A. 5.)
5. $\int \frac{d x}{a x+b}=\mathrm{C}+\frac{2 \cdot 3026 \cdots}{a} \times \log _{10}(a x+b)$

$$
=\mathrm{C}+\frac{1}{a} \log _{e}(a x+b) .
$$

6. $\int \frac{\mathrm{A} x+\mathrm{B}}{a x+b} d x=\mathrm{C}+\frac{\mathrm{A}}{a} x+\frac{a \mathrm{~B}-\mathrm{A} b}{a^{2}} \log _{e}(a x+b)$.
7. $\int x^{m}(a x+b)^{n} d x$. Use II. A., or IX. A. 1, or III. A. 20.
8. $\int \frac{d x}{1+x^{2}}=\mathrm{C}+\tan ^{-1} x=\mathrm{C}-\cot ^{-1} x$.
9. $\int \frac{d x}{1-x^{2}}=\mathrm{C}+\frac{1}{2} \log _{s} \frac{1+x}{1-x}=\mathrm{C}+\tanh ^{-1} x \quad[x<1]$

$$
=\mathrm{C}+\frac{1}{2} \log _{e} \frac{x+1}{x-1}=\mathrm{C}+\operatorname{coth}^{-1} x \quad[x>1] .
$$

10. $\int \frac{d x}{a x^{2}+b}=\frac{1}{\sqrt{(a b)}} \tan ^{-1} x \sqrt{\frac{a}{b}}+\mathrm{C}$ when $a b>0$.

$$
=\frac{1}{\sqrt{ }(-a b)} \int \frac{d \mathrm{X}}{1-\mathrm{X}^{2}} \text { where } \mathrm{X} \equiv x \sqrt{\left(-\frac{a}{b}\right) \text { when } a b<0 . ~}
$$

(See III. A. 9.)
11. $\int \frac{d x}{(\mathrm{~A} x+\mathrm{B})(a x+b)}=\mathrm{C}+\frac{1}{\mathrm{~A} b-a \mathrm{~B}} \log _{c}\left(\frac{\mathrm{~A} x+\mathrm{B}}{a x+b}\right)$.
12. $\int \frac{x^{m} d x}{1+x^{n}}$ where $m$ is a positive integer or 0 , and $n$ a positive integer. If $m \nless n$, use II. E. 1; if $m<n$, thus:-

$$
\begin{aligned}
=\mathrm{C} & +\frac{(-1)^{m}}{n} \log _{\ell}(1+x)-\frac{1}{n} \sum\left\{\cos \begin{array}{r}
r(m+1) \pi \\
n \\
\left.\log _{\ell}\left(x^{2}-2 x \cos \frac{r \pi}{n}+1\right)\right\} \\
\\
\end{array}+\frac{2}{n} \sum\left\{\sin \frac{r(m+1) \pi}{n} \tan ^{-1}\left(\frac{x-\cos \frac{r \pi}{n}}{\sin \frac{r \pi}{n}}\right)\right\} .\right.
\end{aligned}
$$

N.B.-If $n$ is odd, $r$ takes the values 1, 3, 5 $\cdots-(n-2)$.

If $n$ is even, $r \quad, \quad, \quad 1,3,5 \cdots(n-1)$, and the term $\frac{(-1)^{m}}{n} \log _{e}(1+x)$ is omitted.
13. $\int \frac{x^{m} d x}{1-x^{a}}$ where $m$ is a positive integer or 0 , and $n$ is an odd positive integer.

$$
=(-1)^{m+1} \int \frac{\mathrm{X}^{m} d \mathrm{X}}{1+\widetilde{\mathrm{X}}^{n}}, \text { where } \mathrm{X} \equiv-x . \quad \text { (See III. A. 12.) }
$$

14. $\int \frac{x^{m} d x}{1-x^{n}}$ where $m$ is a positive integer or 0 , and $n$ is an even positive integer.

$$
\begin{aligned}
& =\mathrm{C}+\frac{1}{n} \log _{e}(1-x)-\frac{(-1)^{m}}{n} \log _{e}(1+x) \\
& -\frac{1}{n} \Sigma\left\{\cos \frac{r(m+1) \pi}{n} \log _{e}\left(x^{2}-2 x \cos \frac{r \pi}{n}+1\right)\right\} \\
& +\frac{2}{n} \Sigma\left\{\sin \frac{r(m+1) \pi}{n} \tan ^{-1}\left(\frac{x-\cos \frac{r \pi}{n}}{\sin \frac{r \pi}{n}}\right)\right\}
\end{aligned}
$$

where $r$ takes the values $2,4,6 \cdots-(n-2)$.
15. $\int \frac{x^{m} d x}{a x^{2}+b}=\frac{1}{b}\left(\frac{b}{a}\right)^{(m+1 / / n} \int \frac{\mathrm{X}^{m} d \mathrm{X}}{1+\mathrm{X}^{n}}$ where $\mathrm{X} \equiv x\left(\frac{a}{b}\right)^{1 / n}$, if $a b<0$.

See III. A. 12, if $m$ and $n$ are positive integers.

$$
=\frac{1}{b}\left(-\frac{b}{a}\right)^{(m+1) / n} \int \frac{\mathrm{X}^{m} d \mathrm{X}}{1-\mathrm{X}^{n}} \text { where } \mathrm{X} \equiv x\left(-\frac{a}{b}\right)^{1 / n}, \text { if } a b
$$

See III. A. 13,14 , if $m$ and $n$ are positive integers. Otherwise, see IX. A. 1.
16. $\int \frac{d x}{a x^{2}+b x+c}=\mathrm{C}+\frac{2}{\sqrt{ }(-\mathrm{A})} \tan ^{-1} \frac{2 a x+b}{\sqrt{ }(-\mathrm{A})}$ where $\mathrm{A} \equiv b^{2}-4 a c$,

$$
=C+\frac{1}{\sqrt{A}} \log _{e} \frac{2 a x+b-\sqrt{A}}{2 a x+b+\sqrt{A}} \quad \text { if } A>0
$$

17. $\int \frac{(\mathrm{A} x+\mathrm{B}) d x}{a x^{2}+b x+c}=\frac{\mathrm{A}}{2 a} \log _{e}\left(a x^{2}+b x+c\right)+\frac{2 a \mathrm{~B}-\mathrm{A} b}{2 a} \int \frac{d x}{a x^{2}+b x+c}$.
(See III. A. 16.)
18. $\int \frac{\mathrm{A} x+\mathrm{B}}{\mathrm{X}^{n}} d x$ where $\mathrm{X} \equiv a x^{2}+b x+c$

$$
\begin{gathered}
=\frac{-\mathrm{A}}{2(n-1) a \mathrm{X}^{n-1}}+\frac{2 \mathrm{~B} a-\mathrm{A} b}{2 a} \int \frac{d x}{\mathrm{X}^{n}} . \quad \text { (See IX. A. 4.) } \\
\text { Sp. Case: } \mathrm{A}=0 . \quad \text { (See IX. A. 4.) }
\end{gathered}
$$

19. $\int \frac{\mathrm{A} x^{m}+\mathrm{B} x^{m-1}+\cdots+\mathrm{K}}{a x^{n}+b x^{n-1}+\cdots+p} d x$, where $m, n$ are positive integers

Reduce by II. E. to terms like these :-

$$
\begin{aligned}
& \int \mathrm{A} x^{q} d x, \int \frac{\mathrm{~A} d x}{x-p}, \int \frac{\mathrm{~A} d x}{(x-p)^{r}}, \int \frac{\mathrm{~L} x+\mathrm{M}}{x^{2}+l x+m} d x, \int \frac{\mathrm{~L} x+\mathrm{M}}{\left(x^{2}+l x+m\right)^{r}} d x ; \\
& \text { for which, see III. A. } 2,5,4,17,18 .
\end{aligned}
$$

20. $\int x^{m}\left(a x^{n}+b\right)^{p / q} d x=\frac{q}{n a} \int \mathrm{X}^{p+q-1}\left(\frac{\mathrm{X}^{q}-b}{a}\right)^{(m+1) / n-1} d \mathrm{X}$
where $X \equiv\left(a x^{n}+b\right)^{1 / q}$
$=-\frac{q}{n} \int b^{(m+1) / n+p / q}\left(\mathrm{X}^{q}-a\right)^{-(m+1) / n-p / q-1} \mathrm{X}^{p+q-1} d \mathrm{X}$ where $\mathrm{X} \equiv\left(b x^{-n}+a\right)^{1 / q}$.
Use the former when $\frac{m+1}{n}$ is a positive integer.
$" \quad$ latter,$\quad \frac{m+1}{n}+\frac{p}{q}$ is a negative integer.
In either case, expand the binomial factor and use II. A. and III. A. 2.

Definite Integrals with Numerical (or Particular) Limits.
21. $\int_{0}^{\infty} \frac{x^{m} d x}{1+x^{n}}=\frac{\pi}{n \sin \frac{(m+1) \pi}{n}}$ where $n$ and $m$ are even positive in.
22. $\int_{0}^{1} \frac{d x}{\sqrt[n]{n\left(1-x^{n}\right)}}=\frac{\pi}{n} \cdot \operatorname{cosec} \frac{\pi}{n}$ if $n>1$.
23. $\int_{n}^{1} \frac{d x}{\sqrt[n]{ }\left(1+x^{n}\right)}=\frac{\pi}{n} \cot \frac{\pi}{n} \quad "$,
24. $\left.\int_{0}^{1}\left(x^{m}+x^{n}\right) d x\right)^{m+n+2}=\frac{\Gamma(m+1) \Gamma(n+1)}{\Gamma(m+n+2)}$. (See X. 1-6.)
25. $\int_{0}^{1} x^{m}(1-x)^{n} d x=\frac{\Gamma(m+1) \Gamma(n+1)}{\Gamma(m+n+2)}$.
26. $\int_{0}^{\infty} \frac{x^{m} d x}{(1+x)^{m+n+2}}=$
27. $\int_{0}^{a} x^{m}(a-x)^{n} d x=a^{m+n+1} \frac{\Gamma(m+1) \Gamma(n+1)}{\Gamma(m+n+2)}, "$

## III. B. Quadratic Surds.

1. $\int(a x+b) \frac{4}{4} d x=\mathrm{C}+\frac{2}{3 a}(a x+b)^{\frac{3}{2}}$.
2. $\int f\left\{(a x+b)^{\frac{1}{2}}\right\} d x=\frac{2}{a} \int \mathrm{X} f(\mathrm{X}) d(\mathrm{X})$

$$
\text { where } \mathrm{X} \equiv(a x+b)_{\mathrm{t}}
$$

Sp. Cases:-

$$
\begin{aligned}
& \text { (1) } \int x(a x+b)^{\frac{1}{2}} d x=\mathrm{C}+\frac{2}{5 a^{2}}(a x+b)^{\frac{5}{2}}-\frac{2 b}{3 a^{2}}(a x+b)^{\frac{1}{2}} . \\
& \text { (2) } \int \frac{d x}{x(a x+b)^{\frac{2}{2}}}=2 \int \frac{d \mathrm{X}}{\mathrm{X}^{2}-b} . \quad \text { (See III. A. 10.) }
\end{aligned}
$$

3. $\int \frac{d x}{\left(x^{2}+1\right)^{\frac{1}{2}}}=\mathrm{C}+\log _{e}\left\{x+\left(x^{2}+1\right)^{\frac{1}{2}}\right\}=\mathrm{C}+\sinh ^{-1} x$.
4. $\int \frac{d x}{\left(x^{2}-1\right)^{\frac{1}{2}}}=\mathrm{C}+\log _{e}\left\{x+\left(x^{2}-1\right)^{\frac{1}{2}}\right\}=\mathrm{C}+\cosh ^{-1} x$.
5. $\int \frac{d x}{\left(1-x^{2}\right)^{\frac{1}{2}}}=\mathrm{C}+\sin ^{-1} x=\mathrm{C}-\cos ^{-1} x$.
6. $\int \frac{d x}{\left(a x^{2}+b\right)^{\frac{1}{2}}}=\mathbf{C}+\frac{1}{\sqrt{ } a} \log _{e}\left\{x \sqrt{ } a+\left(a x^{2}+b\right)^{\frac{1}{2}}\right\}$ if $a>0$ and $b>0$

$$
\begin{array}{ll}
=\mathrm{C}+\frac{1}{\sqrt{ } a} \sinh ^{-1} x \sqrt{\frac{a}{b}} & ,, a>0, b>0 \\
=\mathrm{C}+\frac{1}{\sqrt{ } a} \cosh ^{-1} x \sqrt{\frac{-a}{\bar{b}}} & , a>0, \quad b<0 \\
=\mathrm{C}+\frac{1}{\sqrt{ }(-a)} \sin ^{-1} x \sqrt{-\frac{a}{b}} & , a<0, b>0
\end{array}
$$

Otherwise : put $x \equiv \mathrm{X} \sqrt{\frac{b}{a}}$ or $x \equiv \mathrm{X} \sqrt{ }\left(-\frac{b}{a}\right)$, and use III. B.
7. $\int \frac{x d x}{\left(a x^{2}+b\right)^{\frac{1}{2}}}=\mathrm{C}+\frac{1}{a}\left(a x^{2}+b\right)^{4}$.
8. $\int \frac{d x}{x\left(a x^{2}+b\right)^{\frac{1}{2}}}=-\int \frac{d \mathrm{X}}{\left(a+b \mathrm{X}^{2}\right)^{4}}$ where $\mathrm{X} \equiv \frac{1}{x}$. (See III. B. 6.)

Sp. Case : $\int \frac{d x}{x\left(1+x^{2}\right)^{2}}=\mathrm{C}-\sinh ^{-1} \frac{1}{x}=\mathrm{C}-\operatorname{cosech}^{-1} x$

$$
\int \frac{d x}{x\left(1-x^{2}\right)^{4}}=\mathrm{C}-\cosh ^{-1} \frac{1}{x}=\mathrm{C}-\operatorname{sech}^{-1} x .
$$

9. $\int(\mathrm{A} x+\mathrm{B})\left(a x^{2}+b\right)^{2} d x=\mathrm{C}+\left(\frac{\mathrm{A}}{\frac{3}{3}} x^{2}+\frac{\mathrm{B}}{2} x+\frac{\mathrm{A} b}{3 a}\right)\left(a x^{2}+b\right)^{\frac{3}{3}}$

$$
+\frac{B b}{2} \int \frac{d x}{\left(a x^{2}+b\right)^{t}} . \quad \text { (See III. B. 6.) }
$$

Sp. Case: $\int x\left(a x^{2}+b\right)^{\sharp} d x=\mathrm{C}+\frac{1}{3 a}\left(a x^{2}+b\right)^{\#}$.
10. $\int \frac{d x}{\left(2 a x-x^{2}\right)^{4}}=\mathrm{C}+\operatorname{vers}^{-1} \frac{x}{a}=\mathrm{C}+\cos ^{-1} \frac{a-x}{a}$.
11. $\int \frac{d x}{\left(2 u x+x^{2}\right)^{\frac{1}{2}}}=\mathrm{C}+\cosh ^{-1} \frac{a+x}{a}=\mathrm{C}+\log _{\mathrm{e}}\left\{a+x+\left(2 a x+x^{2}\right)^{\frac{1}{2}}\right\}$.
12. $\int \frac{d x}{x\left(2 a x \pm x^{2}\right)^{\frac{1}{2}}}=\mathrm{C}-\frac{\left(2 a x \pm x^{2}\right)^{\frac{1}{2}}}{a x}$.
13. $\int \frac{d x}{\left(a x^{2}+b x+c\right)^{*}}=2 \sqrt{ } a \int \frac{d \mathrm{X}}{\left(4 a^{2} \mathrm{X}^{2}+4 a c-b^{2}\right)^{\boldsymbol{i}}}$.

Where $\mathrm{X} \equiv x+\frac{b}{2 a}$. (See III. B. 6.)
14. $\int \frac{(\mathrm{A} x+\mathrm{B}) d x}{\left(a x^{2}+b x+c\right)^{\frac{1}{2}}}=\frac{\mathrm{A}}{a}\left(a x^{2}+b x+c\right)^{\frac{1}{2}}+{ }^{2 \mathrm{~B} a-\mathrm{A} b} 2 \frac{d x}{2 a} \frac{d x}{\left(a x^{2}+b x+c\right)^{\frac{1}{2}}}$. (See II. B. 13.)
15. $\int(\mathrm{A} x+\mathrm{B})\left(a x^{2}+b x+c\right)^{\frac{1}{2}} d x$

$$
\begin{gathered}
=\mathrm{C}+\left\{\frac{\mathrm{A}}{3} x^{2}+\left(\frac{\mathrm{B}}{2}+\frac{\mathrm{A} b}{12 a}\right) x+\frac{\mathrm{B} b}{4 a}+\frac{\mathrm{A} c}{3 a}-\frac{\mathrm{A} b^{2}}{8 a^{2}}\right\}\left(a x^{2}+b x+c\right)^{\frac{1}{2}} \\
+\left(\frac{\mathrm{B} c}{2}-\frac{\mathrm{A} b c}{4 a}-\frac{\mathrm{B} b^{2}}{8 a}+\frac{\mathrm{A} b^{3}}{16 a^{2}}\right) \int \frac{d x}{\left(a x^{2}+b x+c\right)^{\frac{1}{2}}} \\
\text { (See III. B. 13.) }
\end{gathered}
$$

16. $\int \frac{(\mathrm{A} x+\mathrm{B}) d x}{\left(a x^{2}+b x+c\right)^{\frac{2}{2}}}=\mathrm{C}+2 \frac{b \mathrm{~B}}{\left(4 a c-b^{2}\right)\left(a x^{2}+b x+c\right)^{\frac{3}{2}}}$.
17. $\int \frac{\mathrm{A} x^{2 n-1}+\mathrm{B} x^{2 n-2}+\cdots+\mathrm{K}}{\left(a x^{2}+b x+c\right)^{n+\frac{1}{3}}} d x=\mathrm{C}+\frac{\mathrm{L} x^{2 n-1}+\mathrm{M} x^{2 n-2}+\cdots+\mathrm{R}}{\left(a x^{2}+b x+c\right)^{n-\frac{1}{3}}}$
if $n$ is a positive integer; where $\mathrm{L}, \mathrm{M}-\ldots$. R . are constants to be determined by I. 11 ( $a$ ).
18. $\int \frac{\mathrm{A} x^{m}+\mathrm{B} x^{m-1}+\cdots+\mathrm{K}}{\left(a x^{2}+b x+c\right)^{\frac{2}{2}}} d x$

$$
=\left(\mathrm{P} x^{m-1}+\mathrm{Q} x^{m-2}+\cdots+\mathrm{S}\right)\left(a x^{2}+b x+c\right)^{\frac{2}{2}}+\int \frac{\mathrm{M} d x}{\left(a x^{2}+b x+c\right)^{\frac{1}{2}}}
$$

where the constants $P, Q,-\cdots S, M$ are determined by I. 11. For the last integral, see III. B. 13. Otherwise, see IX. A. 3.

Appendix N.-Section III. Some Special and some more General Cases.

A (4). Since $\frac{x}{x+b}=1-\frac{b}{x+b}, \therefore \int \frac{a}{(x+b)^{2}}=\mathrm{C}+\frac{a}{b} \frac{x}{x+b}$.
A (8). $\int \frac{d x}{a x^{2}+b}=\mathrm{C}+\frac{1}{\sqrt{a b}} \tan ^{-1}\left(x \sqrt{\frac{a}{b}}\right)$.
A (9). $\int \frac{d x}{a^{2}-x^{2}}=\mathrm{C}+\frac{1}{2 a} \log \frac{a+x}{a-x}$.
A (12). When $n=2, m$ may be 0 or 1 ; and the formula gives

$$
\int \frac{d x}{1+x^{2}}=\tan ^{-1} x \text { and } \int \frac{x d x}{1+x^{2}}=\frac{1}{2} \log \left(1+x^{2}\right) .
$$

When $n=3, m$ may be 0 , or 1 , or 2 ; and the formula gives with $m=0, \int \frac{d x}{1+x^{3}}=\frac{1}{3} \log (1+x)-\frac{1}{6} \log \left(x^{2}-x+1\right)$

$$
+\cdot 577 \tan ^{-1} \frac{2 x-1}{1 \cdot 732}+\mathrm{C}
$$

and with $m=1, \int \frac{x d x}{1+x^{3}}=-\frac{1}{3} \log (1+x)+\frac{1}{6} \log \left(x^{2}-x+1\right)$

$$
+577 \tan ^{-1} \frac{2 x-1}{1.732}+\mathrm{C}
$$

and with $m=2, \int \frac{x^{2} d x}{1+x^{3}}=\frac{1}{3} \log \left(1+x^{3}\right)+\mathbf{C}$.
When $n=4, m$ may be 0 , or 1 , or 2 , or 3 ; and the formula gives-
with $m=0$,

$$
\int \frac{d x}{1+x^{4}}=\frac{1}{4 \sqrt{2}} \log \frac{x^{2}+x \sqrt{2}+1}{x^{2}-x \sqrt{2}+1}+\frac{1}{2 \sqrt{2}} \tan ^{-1} x \frac{\sqrt{2}}{1-x^{2}}+\mathrm{C} ;
$$

and with $m=1$,

$$
\int \frac{x d x}{1+x^{4}}=\mathrm{C}-\frac{1}{2} \tan ^{-1} \frac{1}{x^{2}} ;
$$

and with $m=2$,

$$
\int \frac{x^{2} d x}{1+x^{4}}=\frac{1}{4 \sqrt{2}} \log \frac{x^{2}-x \sqrt{2}+1}{x^{2}+x \sqrt{2}+1}+\frac{1}{2 \sqrt{2}} \tan ^{-1} \frac{x \sqrt{2}}{1-x^{2}}+\mathrm{C} ;
$$

and with $m=3$,

$$
\int \frac{x^{3} d x}{1+x^{4}}=\frac{1}{4} \log \left(1+x^{4}\right)+\mathrm{C} .
$$

B (2). $\int \frac{x d x}{(1-2 x)^{1}}=\mathrm{C}-\frac{1+x}{3}(1-2 x)^{3}$.

$$
\int \frac{x d x}{(1-a x)^{3}} \quad=\mathrm{C}-\frac{2(2+a x)}{3 a^{2}}(1-a x)^{4}
$$

$$
\int \frac{d x}{(x+1) \sqrt{x^{2}-1}}=\mathrm{C}+\sqrt{\frac{x-1}{x+1}} .
$$

$$
\int \frac{d x}{(x-1) \sqrt{x^{2}-1}}=\mathrm{C}-\sqrt{\frac{x+1}{x-1}} .
$$

$$
\int \sqrt{\frac{1+x}{1-x}} d x \quad=\mathrm{C}+\sin ^{-1} x-\sqrt{1-x^{2}} .
$$

$$
\int \sqrt{\frac{x+a}{x+b}} d x \quad=\mathrm{C}+\sqrt{(x+a)(x+b)}
$$

$$
+(a-b) \log \{\sqrt{x+a}+\sqrt{x+b}\}
$$

B (5). $\int \frac{d x}{\left(b^{2}-a^{2} x^{2}\right)^{\frac{3}{2}}}=\mathrm{C}+\frac{1}{a} \sin ^{-1}\left(\frac{a x}{b}\right)$.
B (13). Another form applicable whether $a$ be +or -:

$$
\int \frac{d x}{\left(a x^{2}+b x+c\right)^{3}}=\int \frac{d \mathrm{X}}{\left(a \mathrm{X}^{2}-\frac{b^{2}}{4 a}+c\right)^{3}} \text { with } \mathrm{X} \equiv x+\frac{b}{2 a} .
$$

## IV. LOGARITHMS AND EXPONENTIALS.

1. $\int e^{x} d x=\mathrm{C}+e^{x}(e \equiv$ base of Neperian Logarithms $)$.
2. $\int a^{n x} d x=\mathrm{C}+\frac{1}{n \log _{\varepsilon} a} a^{n x}$.

Sp. Case: $\int e^{n x} d x=\mathrm{C}+\frac{1}{n} e^{n x}$.
3. $\int \log _{e} x d x=\mathrm{C}+x \log _{6} x-x$.
4. $\int \log _{b} x d x=\mathrm{C}+x\left(\log _{b} x-\log _{b} e\right)$.

Sp. Case: $b=10, \int \log _{10} x d x=\mathrm{C}+x\left(\log _{10} x-\cdot 43429 \ldots\right)$.
5. $\int\left(\log _{e} x\right)^{n} d x=\mathrm{C}+x\left\{\left(\log _{e} x\right)^{n}-n\left(\log _{e} x\right)^{n-1}+n(n-1)\left(\log _{e} x\right)^{n-z}\right.$
6. $\int x^{m} e^{x} d x=\mathrm{C}+e^{x}\left\{x^{m}-m x^{m-1}+m(m-1) x^{m-2} \ldots \ldots+\cdots m\right.$ ! $\}$.
7. $\int a^{\log _{b} x} d x=\int x^{\log _{b} a} d x$. (See III. A. 2.)

For other formulæ involving logarithms or exponentials, see VIII. 7-25 and IX. C.

Definite Integrals with Numerical (or Particular) Limits.
8. $\int_{0}^{\infty} e^{-a x^{2}} d x=\frac{1}{2} \sqrt{\frac{\pi}{a}} \quad$ where $a>0$.
9. $\int_{0}^{1}\left(\log \frac{1}{x}\right)^{n} d x=\int_{0}^{\infty} e^{-x} x^{n} d x=\Gamma(n+1)$. (See X. 1-6.)

Appendix 0.
IV. (7). From the equality of the logarithms of the two sides,

$$
a^{n \log _{b} x}=x^{n \log _{b} a} \text { and } e^{n \log _{b} x}=x^{n} .
$$

Therefore

$$
\begin{aligned}
\int a^{n \log _{b} x} d x & =\frac{x^{n \log _{b} a+1}}{n \log _{b} a+1} \\
\text { and } \int e^{n \log _{e} x} d x & =\frac{x^{n+1}}{n+1} \\
\text { Also } \int_{0}^{\infty} e^{-a x} x^{n} d x & =a^{-(n+1)} \Gamma(n+1) .
\end{aligned}
$$

## V.-HYPERBOLIC FUNCTIONS.

$\left[\operatorname{Sinh} x \equiv \frac{1}{2}\left(e^{x}-e^{-x}\right) ; \cosh x \equiv \frac{1}{2}\left(e^{x}+e^{-x}\right) ;\right.$
$\tanh x \equiv \frac{\sinh x}{\cosh x} ; \operatorname{coth} x \equiv \frac{1}{\tanh x} ;$
$\operatorname{sech} x \equiv \frac{1}{\cosh x} ; \quad \operatorname{cosech} x \equiv \frac{1}{\sinh x} ;$
$\left.\mathrm{gd} x=\cos ^{-1} \operatorname{sech} x=\sin ^{-1} \tanh x=\tan ^{-1} \sinh x=2 \tan ^{-1} \tanh \frac{x}{2}.\right]$

1. $\int \sinh x \cdot d x=\mathrm{C}+\cosh x$.
2. $\int \cosh x . d x=\mathrm{C}+\sinh x$.
3. $\int \tanh x . d x=\mathrm{C}+\log _{\varepsilon} \cosh x$.
4. $\int \operatorname{coth} x \cdot d x=\mathrm{C}+\log _{e} \sinh x$.
5. $\int \operatorname{sech} x \cdot d x=\mathrm{C}+2 \tan ^{-1} e^{x}=\mathrm{C}+\operatorname{gd} x$.
6. $\int \operatorname{cosech} x \cdot d x=\mathrm{C}+\log _{e} e^{e^{x}-1}=\mathrm{C}+\log _{e} \tanh \frac{x}{2}$.

Note.-Every formula in VI. gives rise to a corresponding formula in hyperbolic functions, and vice versa, by writing ix for $x$ and using the identities :-

$$
\begin{aligned}
& \sin i x=i \sinh x \\
& \cos i x=\cosh x \\
& \tan i x=i \tanh x
\end{aligned}
$$

where $i \equiv \sqrt{ }(-1)$.

## VI.-TRIGONOMETRICAL FORMS.

Note.-The substitution of $p x+q$ for $x$ and of $p . d x$ for $d x$, gives more general forms of VI., 16, 19-25.

Sp. Case: $-x+\frac{\pi}{2}$ for $x$ and $-d x$ for $d x$ changes every trigonometrical ratio of $x$ into its complementary function.

1. $\int \sin (p x+q) d x=\mathrm{C}-\frac{1}{p} \cos (p x+q)$.

Sp. Case: $\int \sin x d x=\mathrm{C}-\cos x$.
2. $\int \cos (p x+q) d x=\mathrm{C}+\frac{\mathrm{I}}{p} \sin (p x+q)$.

Sp. Case: $\int \cos x d x=\mathrm{C}+\sin x$.
3. $\int \tan (p x+q) d x=\mathrm{C}-\frac{1}{p} \log _{e} \cos (p x+q)$.

Sp. Case: $\int \tan x d x=\mathrm{C}-\log _{\mathrm{e}} \cos x$.
4. $\int \cot (p x+q) d x=\mathrm{C}+\frac{1}{p} \log _{e} \sin (p x+q)$.

Sp. Case: $\int \cot x d x=\mathrm{C}+\log _{\epsilon} \sin x$.
5. $\int \sec (p x+q) d x=\mathrm{C}+\frac{1}{2 p} \log _{e} \frac{1+\sin (p x+q)}{1-\sin (p x+q)}$

$$
=\mathrm{C}+\frac{1}{p} \log _{e} \tan \left(\frac{\pi}{4}+\frac{p x+q}{2}\right) .
$$

6. $\int \operatorname{cosec}(p x+q) d x=\mathrm{C}+\frac{1}{2 p} \log _{e} \frac{1-\cos (p x+q)}{1+\cos (p x+q)}$

$$
=\mathrm{C}+\frac{\mathrm{I}}{p} \log _{\epsilon} \tan \frac{p x+q}{2} .
$$

7. $\int \sin ^{2}(p x+q) d x=\mathrm{C}+\frac{x}{2}-\frac{1}{2 p} \sin (p x+q) \cos (p x+q)$.
8. $\int \cos ^{2}(p x+q) d x=\mathrm{C}+\frac{x}{2}+\frac{1}{2 p} \sin (p x+q) \cos (p x+q)$.
9. $\int \tan ^{2}(p x+q) d x=\mathrm{C}-x+\frac{1}{p} \tan (p x+q)$.
10. $\int \cot ^{2}(p x+q) d x=\mathrm{C}-x-\frac{1}{p} \cot (p x+q)$.
11. $\int \sec ^{2}(p x+q) d x=\mathrm{C}+\frac{1}{p} \tan (p x+q)$.
12. $\int \operatorname{cosec}^{2}(p x+q) d x=\mathrm{C}-\frac{1}{p} \cot (p x+q)$.
13. $\int \frac{\sin (p x+q) d x}{\cos ^{2}(p x+q)}=\mathrm{C}+\frac{1}{p} \sec (p x+q)$.
14. $\int \frac{\cos (p x+q) d x}{\sin ^{2}(p x+q)}=\mathrm{C}-\frac{1}{p} \operatorname{cosec}(p x+q)$.
15. $\int \frac{d x}{\sin (p x+q) \cos (p x+q)}=\mathrm{C}+\frac{1}{p} \log _{e} \tan (p x+q)$.
16. $\int \sin ^{n} x d x, \int \cos ^{n} x d x, \int \frac{d x}{\sin ^{n} x}, \int \frac{d x}{\cos ^{n} x}, \int \tan ^{n} x d x, \int \cot ^{n} x d x$.
 See also VI. 19.
17. $\int \sin (p x+q) \cos ^{n}(p x+q) d x=\mathrm{C}-\frac{1}{(n+1) p} \cos ^{n+1}(p x+q)$.
18. $\int \cos (p x+q) \sin ^{n}(p x+q) d x=\mathrm{C}+\frac{1}{(n+1) p} \sin ^{n+1}(p x+q)$.
19. $\int \sin ^{m} x \cos ^{n} x d x$. Four methods.

Method I. (1) if $m$ is an odd positive integer, use $X \equiv \cos x$

$$
\begin{aligned}
& \text { (2) , } n \quad, \quad, \quad, \quad X \equiv \sin x \\
& \text { (3) ", } m+n ", \text { even negative ", " } \quad \bar{X} \equiv \tan x
\end{aligned}
$$

and the integrals become rational.
Method II. If $m$ and $n$ are positive integers, use II. F.
Method III. Use IX. B. 5, 6, 7 or 8.
Method IV. If $m$ or $n$ or both are fractional, use $X \equiv \sin x$ or $\equiv \cos x$, and expand the binomial factor which results.
20. $\int \sin ^{m} x \cos ^{n} x \sin q x \cos x x \cdots d x$.

Where $m, n, q, r \ldots$ are positive integers, use II. F.
21. $\int \tan ^{n} x d x$.

If $n$ is even, $=\mathrm{C}+\frac{\tan ^{n-1} x}{n-1}-\frac{\tan ^{n-3} x}{n-3}+\cdots \pm \tan x \mp x$.
, , odd $=\mathrm{C}+\frac{\tan ^{n-1} x}{n-1}-\frac{\tan ^{n-3} x}{n-3}+\cdots \pm \frac{\tan ^{2} x}{2} \pm \log _{e} \cos x$.
22. $\int \cot ^{n} x d x=\mathrm{C}-\frac{1}{n-1} \cot ^{n-1} x+\frac{1}{n-3} \cot ^{n-3} x-\cdots- \pm \cot x \mp x$,

$$
\begin{array}{r}
=C-\frac{1}{n-1} \cot ^{n-1} x+\frac{1}{n-3} \cot ^{n-3} x-\cdots+\frac{1}{2} \cot ^{2} x \\
\quad \pm \log _{e} \sin x, \text { if } n \text { odd }
\end{array}
$$



$$
=\mathrm{C}+\frac{1}{\sqrt{\left(a^{2}-b^{2}\right)}} \cos ^{-1} \frac{a \cos x+b}{a+b \cos x} \text { if } b^{2}<a^{2}
$$

24. $\int \frac{d x}{a+b \cos x+c \sin x}=\int \frac{d \mathbf{X}}{a+\sqrt{\left(b^{2}+c^{2}\right) \cos \mathrm{X}}}$
where $\mathrm{X} \equiv x-\tan ^{-1} \frac{c}{b}$. (See VI. 23.)
Sp. Case : (1) when $c=0$, it becomes VI. 23.
(2) when $b=0$,
, $\quad \int \frac{d x}{a+c \sin x}$.
25. $\int \frac{\cos ^{m} x d x}{(a+b \cos x)^{n}}=\frac{1}{\left(a^{2}-b^{2}\right)^{n-\frac{1}{1}}} \int(a \cos \mathbf{X}-b)^{m}(a \quad b \cos X)^{n-m-1} d \mathbf{X}$,

$$
\begin{aligned}
& \text { if } a>b, m+1<n, \text { where } \tan \frac{X}{2} \equiv \sqrt{\frac{a-b}{a+b} \tan \frac{x}{2}} . \\
&= \frac{1}{\left(b^{2}-a^{2}\right)^{n-\frac{1}{2}}} \int(b-a \cosh \mathbf{X})^{m}(b \cosh \mathbf{X}-a)^{n-m+1} d \mathbf{X}, \\
& \text { if } a<b, m+1<n, \text { where } \tanh \frac{\mathbf{X}}{2} \equiv \sqrt{\frac{b-a}{b+a}} \cdot \tan \frac{x}{2} .
\end{aligned}
$$

Expand in each case by Binomial Theorem, and use II. A., then VI. 16 or 19 , or Note at end of V .*

[^37]
## Appendix P.

The definition of $X$ here given is the best for ready calculation of its value; but it is well to note that

$$
\begin{aligned}
& \tan \frac{X}{2}=\sqrt{\frac{a-b}{a+b}} \cdot \tan \frac{x}{2} \text { means also } \\
& \sin \mathrm{X}=\sqrt{a^{2}-b^{2}} \frac{\sin x}{a+b \cos x} \\
& \cos \mathrm{X}=\frac{a \cos x+b}{a+b \cos x} \\
& \tan \mathrm{X}=\sqrt{a^{2}-b^{2}} \\
& \frac{\sin x}{a \cos x+b} \\
& d X=\sqrt{a^{2}-b^{2}} \\
& a+b \cos x
\end{aligned}
$$

Definite Integrals with Particular [or Numerical] Limits.
26. $\int_{0}^{\pi / 2} \sin ^{n} x d x=\int_{0}^{\pi / 2} \cos ^{n} x d x=\frac{\Gamma\left(\frac{1}{2}\right) \cdot \Gamma\left(\frac{n+1}{2}\right)}{2 \Gamma\left(\frac{n}{2}+1\right)}$. (See X. 1-6.)
27. $\int_{0}^{\pi / 2} \sin ^{m} x \cos ^{n} x d x=\frac{\Gamma\left(\frac{m+1}{2}\right) \cdot \Gamma\left(\frac{n+1}{2}\right)}{2 \Gamma\left(\frac{m+n+2}{2}\right)}$.

93

Appendix Q.-Some other Special and some more Gineral Cashs.
VI. (7) and (8).

$$
\begin{aligned}
& \int \sin ^{2}(p x+q) d x=\mathrm{C}+\frac{x}{2}-\frac{1}{4 p} \sin 2(p x+q) \\
& \int \cos ^{2}(p x+q) d x=\mathrm{C}+\frac{x}{2}+\frac{1}{4 p} \sin 2(p x+q)
\end{aligned}
$$

VI. (17) and (18).

$$
\begin{aligned}
\int \sin (p x+q) \cos (p x+q) d x= & \mathrm{C}+\frac{1}{2 p} \sin ^{2}(p x+q) \\
= & \mathrm{C}-\frac{1}{4 p} \cos 2(p x+q) . \\
\int \sin (p x+q) \cos (r x+k) d x= & \mathrm{C}-\frac{\cos \{(p+r) x+q+k\}}{2(p+r)} \\
& -\frac{\cos \{(p-r) x+q-k\}}{2(p-r)} . \\
\int \sin (p x+q) \sin (r x+k) d x= & \mathrm{C}-\frac{\sin \{(p+r) x+q+k\}}{2(p+r)} \\
& +\frac{\sin \{(p-r) x+q-k\}}{2(p-r)} . \\
\int \cos (p x+q) \cos (r x+k) d x= & \mathrm{C}+\frac{\sin \{(p+r) x+q+k\}}{2(p+r)} \\
& +\frac{\sin \{(p-r) x+q-k\}}{2(p-r)} .
\end{aligned}
$$

$\int \sin p x \sin (p x+q) d x=\mathrm{C}+\frac{x}{2} \cos q-\frac{1}{4 p} \sin (2 p x+q)$.
VI. (26) and (27).

$$
\begin{aligned}
& \int_{0}^{\pi / 2} \sin x d x=1=\int_{0}^{\pi / 2} \cos x d x . \int_{0}^{\pi} \sin x d x=2 \\
& \int_{0}^{\pi} \cos x d x=0=\int_{0}^{2 \pi} \cos x d x=\int_{0}^{2 \pi} \sin x d x \\
& \int_{0}^{\pi} \sin ^{2} x d x=\frac{\pi}{2}=\int_{0}^{\pi} \cos ^{2} x d x \\
& \int_{0}^{\pi / p} \sin ^{2}(p x+q) d x=\frac{\pi}{2 p}=\int_{0}^{\pi / p} \cos ^{2}(p x+q) d x .
\end{aligned}
$$

If $p=l d$ and $r=m d, l$ and $m$ being integers : that is, if $d$ be the greatest common factor or divisor of $p$ and $r, l$ and $m$ being calculable by $\frac{l}{m}=\frac{p}{r}$ : then $p \cdot \frac{2 \pi}{d}=l .2 \pi$ and $r \cdot \frac{2 \pi}{d}=m \cdot 2 \pi$. Therefore, since $2 \pi=360^{\circ}$, the addition of $\frac{2 \pi}{d}$ to $x$ in any composite trigonometrical function of both $(p x+q)$ and $(r x+k)$ brings the function recurrently back to the same value. It also does the same to any similar function of $\{(p+r) x+$ constant $\}$ or of $\{(p-r) x+$ constant $\}$. Therefore the definite integration between any value $x_{1}$ and $x_{1}+\frac{2 \pi}{d}$ of each of the three functions given above, VI. (17) and (18), namely of $\sin () \cos ()$, $\sin () \sin ()$, and $\cos () \cos ()$, gives zero integral.

Also

$$
\int_{0}^{\pi / p} \sin (p x+q) \cos (p x+q) d x=0
$$

If $x$ denote flux of time, then $\frac{2 \pi}{d}$ is the lapse of time, or "period," between successive recurrences of identical values of any composite trigonometrical function of $(p x+q)$ and $(r x+k)$, corresponding to the " beats" of the composite harmonic function. The two harmonic functions have the different periods $\frac{2 \pi}{p}$ and $\frac{2 \pi}{r}$.

## VII.-INVERSE FUNCTIONS.

[Note.-These can be transformed into integrals involving the corresponding direct functions by substitutions like $X \equiv \sin ^{-1} x$ $\therefore x \equiv \sin \mathrm{X} \quad \therefore d x \equiv \cos \mathrm{X} d \mathrm{X}$, etc.]

$$
\begin{aligned}
\text { N.B. }-\sinh ^{-1} x & =\log _{e}\left\{x+\sqrt{ }\left(1+x^{2}\right)\right\} . \\
\cosh ^{-1} x & =\log _{e}\left\{x \pm \sqrt{ }\left(x^{2}-1\right)\right\} ; x>1 . \\
\tanh ^{-1} x & =\frac{1}{2} \log _{e} \frac{1+x}{1-x} ; x<1 . \\
\operatorname{coth}^{-1} x & =\frac{1}{2} \log _{e} \frac{x+1}{x-1} ; x>1 . \\
\operatorname{sech}^{-1} x & =\cosh ^{-1} \frac{1}{x}=\log _{e} \frac{1 \pm \sqrt{ }\left(1-x^{2}\right)}{x} ; x<1 . \\
\operatorname{cosech}^{-1} x & =\sinh ^{-1} \frac{1}{x}=\log _{e} \frac{1+\sqrt{ }\left(1+x^{2}\right)}{x}, \text { if } x>0 \\
& =\log _{e} \frac{1-\sqrt{ }\left(1+x^{2}\right)}{x}, \text { if } x<0 .
\end{aligned}
$$

$$
\operatorname{gd}^{-1} x=\operatorname{sech}^{-1} \cos x=\tanh ^{-1} \sin x=\sinh ^{-1} \tan x
$$

$$
=2 \tanh ^{-1} \tan \frac{x}{2}=\log _{e} \tan \left(\frac{\pi}{4}+\frac{x}{2}\right)=\frac{1}{2} \log _{\epsilon} \frac{1+\sin x}{1-\sin x} .
$$

1. $\int \sin ^{-1} x d x=\mathrm{C}+x \sin ^{-1} x \pm\left(1-x^{2}\right)^{\frac{1}{2}}$.
2. $\int \cos ^{-1} x d x=\mathrm{C}+x \cos ^{-1} x \mp\left(1-x^{2}\right)^{\frac{1}{2}}$

$$
=\int\left(\frac{\pi}{2}-\sin ^{-1} x\right) d x
$$

3. $\int \tan ^{-1} x d x=\mathrm{C}+x \tan ^{-1} x-\frac{1}{2} \log _{e}\left(1+x^{2}\right)$.
4. $\int \cot ^{-1} x d x=\mathrm{C}+x \cot ^{-1} x+\frac{1}{2} \log _{e}\left(1+x^{2}\right)$.
5. $\int \sec ^{-1} x d x=\mathrm{C}+x \sec ^{-1} x-\log _{e}\left\{x+\sqrt{ }\left(x^{2}-1\right)\right\}$
$=\mathrm{C}+x \sec ^{-1} x-\cosh ^{-1} x$.
6. $\int \operatorname{cosec}^{-1} x d x=\mathrm{C}+x \operatorname{cosec}^{-1} x+\log _{e}\left\{x+\sqrt{ }\left(x^{2}-1\right)\right\}$

$$
=\mathrm{C}+x \operatorname{cosec}^{-1} x+\cosh ^{-1} x
$$

7. $\int \sinh ^{-1} x d x=\mathrm{C}+x \sinh ^{-1} x-\sqrt{ }\left(1+x^{2}\right)$.
8. $\int \cosh ^{-1} x d x=\mathrm{C}+x \cosh ^{-1} x-\sqrt{ }\left(x^{2}-1\right)$.
9. $\int \tanh ^{-1} x d x=\mathrm{C}+x \tanh ^{-1} x+\frac{1}{2} \log _{e}\left(1-x^{2}\right)$.

$$
=\mathrm{C}+\frac{1+x}{2} \log _{e}(1+x)+\frac{1-x}{2} \log _{e}(1-x)
$$

10. $\int \operatorname{coth}^{-1} x d x=\mathrm{C}+x \operatorname{coth}^{-1} x+\frac{1}{2} \log _{e}\left(x^{2}-1\right)$

$$
=\mathrm{C}+\frac{x+1}{2} \log _{e}(x+1)-\frac{x-1}{2} \log _{e}(x-1)
$$

11. $\int \operatorname{sech}^{-1} x d x=\mathrm{C}+x \operatorname{sech}^{-1} x-\cos ^{-1} x$.
12. $\int \operatorname{cosech}^{-1} x d x=\mathrm{C}+x \operatorname{cosech}^{-1} x+\sinh ^{-1} x$.

## VIII. MIXED FUNCTIONS.

1. $\int \frac{\sin x d x}{x}=\mathrm{C}+x-\frac{x^{3}}{3.3!}+\frac{x^{5}}{5.5!}-\frac{x^{7}}{7.7!}+\cdots$.
2. $\int \frac{\cos x d x}{x}=\mathrm{C}+\log _{e} x-\frac{x^{2}}{2.2!}+\frac{x^{4}}{4.4!}-\frac{x^{6}}{6.6!}+\cdots$.
3. $\int \frac{\tan x d x}{x}=\mathrm{C}+\frac{4(4-1) \mathrm{B}_{1} x^{2}}{2.2!}+\frac{4^{2}\left(4^{2}-1\right) \mathrm{B}_{2} x^{4}}{4.4!}+\frac{4^{3}\left(4^{3}-1\right) \mathrm{B}_{3} x^{6}}{6.6!}$ $+-. .$.
4. $\int \frac{\cot x d x}{x}=\mathrm{C}-\frac{1}{x}-\frac{4 \mathrm{~B}_{1} x}{1.2!}-\frac{4^{2} \mathrm{~B}_{2} x^{3}}{3.4!}-\frac{4^{3} \mathrm{~B}_{3} x^{5}}{5.6!}-\cdots \cdots$.
 Use II. A., II. F., and IX. C. 3 and 4.
5. $\int \frac{\operatorname{cosec} x}{x} d x=\mathrm{C}-\frac{1}{x}+2\left\{\frac{(2-1) \mathrm{B}_{1} x}{1.2!}+\frac{\left(2^{3}-1\right) \mathrm{B}_{2} x^{3}}{3.4!}\right.$

$$
\left.\frac{+\left(2^{5}-1\right) \mathrm{B}_{\mathrm{g}} x^{5}}{5.6!}+\cdots\right\} .{ }^{*}
$$

7. $\int \frac{e^{x} d x}{x}=\mathrm{C}+\log _{e} x+x+\frac{x^{2}}{2.2!}+\frac{x^{3}}{3.3!}+\frac{x^{4}}{4.4!}+\cdots$.
8. $\int x^{n} e^{a x} d x$ [ $n \equiv a$ positive integer]

$$
\begin{aligned}
=\mathrm{C}+e^{a x}\left\{\frac{x^{n}}{a}-\frac{n x^{n-1}}{a^{2}}+\right. & \frac{n(n 1)}{a^{3}} x^{n-2} \\
& \left.+\cdots-\frac{n(n-1)(n-2) \cdots 2.1}{a^{n+1}}\right\} .
\end{aligned}
$$

If $n$ is not a positive integer, use II. D.
9. $\int \frac{e^{x}}{x^{m}} d x$ [ $m \equiv$ a positive integer]

$$
\begin{aligned}
& =\mathrm{C}-e^{x}\left\{\frac{1}{(m-1) x^{m-1}}+\frac{1}{(m-1)(m-2) x^{m-2}}+\cdots\right. \\
& \\
& \left.+\frac{1}{(m-1)(m-2)---2 . x}\right\}+\frac{1}{(m-1)!} \int \frac{e^{x} d x}{x} \cdot \text { (See } \\
& \text { Otherwise see IX. C. 7. }
\end{aligned}
$$

[^38]10. $\int x^{m+n x} d x=\int x^{m} e^{n z 10 g_{e} x} d x$
\[

$$
\begin{gathered}
=\int x^{m}\left\{1+n x \log _{e} x+\frac{\left(n x \log _{e} x\right)^{2}}{2!}+\frac{\left(n x \log _{e} x\right)}{3!}+\cdots\right\} d x . \\
\text { Use II. A. and VIII. 18. }
\end{gathered}
$$
\]

11. $\int e^{a x+b} \sin (p x+q) d x=\mathbf{C}+\frac{e^{a x+b}\{a \sin (p x+q)-p \cos (p x+q)\}}{a^{2}+p^{2}}$.
12. $\int e^{a x+b} \cos (p x+q) d x=\int e^{a x+b} \sin \left(p x+\overline{q+\frac{\pi}{2}}\right) d x$. (See VIII. 11.)
13. $\int x^{n} \cos ^{p} x \sin ^{q} x d x$, where $p$ and $q$ are positive intsgers.

By II. F. and II. A. reduce to IX. C., 1 and 2.
14. $\int \mathrm{F}(x) f(\sin x, \cos x) d x, \quad[\mathrm{~F}()$ and $f() \equiv$ rational integral

By II. F. and II. A. reduce to IX. C., 1 and 2.
15. $\int \log _{e}(\sin m x) d x=\mathrm{C}-\frac{x}{m} \log _{e^{2}} 2-\frac{1}{2 m}\left(\sin 2 m x+\frac{1}{2^{2}} \sin 4 m x\right.$
$\left.+\frac{1}{3^{2}} \sin 6 m x+\frac{1}{4^{2}} \sin 8 m x+\cdots\right)$
$\left[\right.$ if $\left.0<m x<\frac{\pi}{2}\right]$.
16. $\int \log _{C}(\cos m x) d x=\mathrm{C}-\frac{x}{m} \log _{2} 2+\frac{1}{2 m}\left(\sin 2 m x-\frac{1}{2^{2}} \sin 4 m x\right.$ $\left.+\frac{1}{3^{2}} \sin 6 m x+\frac{1}{4^{2}} \sin 8 m x-\cdots\right)$

$$
\left[\text { if }-\frac{\pi}{2}<m x<\frac{\pi}{2}\right] .
$$

17. $\int \log _{e}(\tan m x) d x=\mathrm{C}-\frac{1}{m}\left(\sin 2 m x+\frac{1}{3^{2}} \sin 6 m x+\frac{1}{5^{2}} \sin 10 m x\right.$

$$
\left.+\frac{1}{7^{2}} \sin 14 m x+---\right)
$$

18. $\int x^{m}\left(\log _{e} x\right)^{n} d x=\int e^{(m+1) \times X} X^{n} d \mathrm{X}$

$$
\mathbf{X} \equiv \log _{e} x
$$

(See VIII. 8.)
19. $\int x^{m} \mathrm{~F}\left(\log _{a} x\right) d x, \quad[\mathrm{~F}() \equiv$ a rational integral function]

$$
=\int e^{(m+1) \times} \mathrm{F}\left(\frac{\mathrm{X}}{\log _{6} a}\right) d \mathrm{X}, \mathrm{X} \equiv \log _{2} x
$$

Use II. A. and VIII. 8.

Definite Integrals with Particular [or Numerical] Limits.
20. $\int_{0}^{\infty} e^{-x} x^{n} d x=\Gamma(n+1)$ (See X.)
21. $\int_{0}^{1} x^{m}(\log x)^{n} d x=(-1)^{n} \frac{\Gamma(n+1)}{(m+1)^{n+1}}$. (See X.)
22. $\int_{0}^{1} \frac{\log x}{1-x} d x=-\frac{\pi^{2}}{6}$.
23. $\int_{0}^{\infty} \frac{\sin p x}{x} d x=\frac{\pi}{2}$ if $p>0$.
24. $\int_{0}^{\infty} \frac{\cos p x}{x} d x=\infty$.
25. $\int_{0}^{\pi / 2} \log _{e}(\sin x) d x=-\frac{\pi}{2} \log _{e} 2$.

Note.-Bernoulli's Numbers.
$\begin{array}{lllllllllll}\mathrm{B}_{1} & \mathrm{~B}_{2} & \mathrm{~B}_{3} & \mathrm{~B}_{4} & \mathrm{~B}_{5} & \mathrm{~B}_{5} & \mathrm{~B}_{7} & \mathrm{~B}_{8} & \mathrm{~B}_{9} & \mathrm{~B}_{10} & \text { etc., etc. }\end{array}$ $\frac{1}{6} \quad \frac{1}{30} \quad \frac{1}{42} \quad \frac{1}{30} \quad \frac{5}{66} \quad \frac{691}{2730} \quad \frac{7}{8} \quad \frac{8817}{810} \quad \frac{43887}{798} \quad \frac{122277}{23} 10$.

## IX.-FORMUL压 OF REDUCTION.

Note.-Formulas of Reduction may be obtained by combinations of I. 4, I. 7, and II. A, B, C.
IX. A. Algebraical.

1. $\int x^{m} \mathbf{X}^{r} d x$ where $\mathrm{X} \equiv a x^{n}+b$ $m, n, r$ being + or - , whole or fractional indices.
By the use of one of the subjoined formulas, the integral of any one of the following 9 functions may be reduced to that of any of the other 8:

$$
\begin{array}{lll}
x^{m+n} \bar{X}^{r+1} & x^{m} \bar{X}^{r+1} & x^{m-n} \mathrm{X}^{r+1} \\
x^{m+n} \mathrm{X}^{r} & x^{m} \mathrm{X}^{r} & x^{m-n} \mathrm{X}^{r} \\
x^{m+n} \bar{X}^{r-1} & x^{m} \bar{X}^{r-1} & x^{m-n} \mathrm{X}^{r-1}
\end{array}
$$

(i) is useful when $m$ and $n$ are of opposite sign; (iii), (iv), (v) are useful when $r$ is -;
(iii) and (vi) used together give the reduction from $x^{m} \mathrm{X}^{r}$ to $x^{m} \mathrm{X}^{r-2}$

N.B.-When $r$ is a + integer, this integral can be dealt with by binomial expansion of $\mathrm{X}^{r}$. In other particular cases the substitutions of III. A. 15 and III. A. 20 may be used.

$$
\begin{equation*}
\int x^{n} \mathrm{X}^{r} d x=\frac{1}{(m+1) b}\left\{x^{m+1} \mathrm{X}^{r+1}-(m+1+n r+n) a \int x^{m+n} \mathrm{X}^{r} d x\right\} \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{1}{(m+1+n r) a}\left\{x^{m+1-n} \mathbf{X}^{r+1}-(m+1-n) b \int x^{m-n} \mathbf{X}^{r} d x\right\} \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{1}{(n r+1) b}\left\{-x^{m+1} \mathrm{X}^{r+1}+(m+1+n r+n) \int x^{m} \mathbf{X}^{r+1} d x\right\} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{x^{m+1} X^{r+2}}{(m+1) b^{2}}+\frac{a}{n(r+1) b^{2}}\left\{x^{m+1+n} X^{r+1}\right. \tag{iv}
\end{equation*}
$$

$$
-\frac{(m+1+n r+n)(m+1+n r+2 n)}{m+1}\left\{x^{m+n} \mathrm{X}^{r+1} d x\right\}
$$

$$
\begin{align*}
& =\frac{1}{n(r+1) a}\left\{x^{m+1-n} \mathrm{X}^{r+1}-(m+1-n) \int x^{m-n} \mathrm{X}^{r+1} d x\right\}  \tag{v}\\
& =\frac{1}{m+1+n r}\left\{x^{m+1} \mathbf{X}^{r}+n r b \int x^{m} \mathrm{X}^{r-1} d x\right\} \tag{vi}
\end{align*}
$$

(vii) $\int x^{n} \mathbf{X}^{r} d x=\frac{1}{m+1}\left\{x^{m+1} X^{r}-n r a \int x^{m+n} X^{r-1} d x\right\}$
(viii)

$$
\begin{aligned}
= & \frac{1}{(m+1+n r)(m+1+n r-n)}\left\{(m+1-n) x^{m+1} \mathbf{X}^{r}\right. \\
& \left.+\frac{n r}{a} x^{m+1-n} \mathbf{X}^{r+1}-(m+1-n) n r \frac{b^{2}}{a} \int x^{m-n} \mathrm{X}^{r-1} d x\right\}
\end{aligned}
$$

2. $\quad \mathbf{X} \equiv\left(a x^{2 n}+b x^{n}+c\right)$
(i) $\int x^{m} \mathbf{X}^{r} d x=\frac{1}{m+1+n r}\left\{x^{m+1} \mathbf{X}^{r}+n r c \int x^{m} \mathbf{X}^{r-1} d x\right.$ $-n r a\left\{x^{m+2 n} \mathrm{X}^{r-1} d x\right\}$
(ii)

$$
\left.\begin{array}{rl}
=\frac{1}{(m+1+2 n r) a}\{ & x^{m+1-2 n} \mathbf{X}^{r+1} \\
& -(m+1+n r-n) b \int x^{m-n} \mathbf{X}^{r} d x \\
& -(m+1-2 n) c \int x^{m-2 n} \mathbf{X}^{r} d x
\end{array}\right\}
$$

3. $\mathrm{X}_{\equiv} a x^{2}+b x+c$

$$
\begin{aligned}
\int \dot{x}^{m} \mathrm{X}^{-1} d x=\frac{1}{m a}\left\{x^{m-1} \mathrm{X}^{\frac{1}{2}}-\left(m-\frac{1}{2}\right) b\right. & \int x^{m-1} \mathrm{X}^{-1} d x \\
& \left.-(m-1) c \int x^{m-2} \mathbf{X}^{-\frac{1}{d}} d x\right\}
\end{aligned}
$$

If $m$ be a + integer, this reduces to III. B. 14 and 13.
4. $\mathrm{X} \equiv a x^{2}+b x+c$

$$
\begin{aligned}
& \int \mathrm{X}^{-r} d x=\frac{1}{(r-1)\left(4 a c-b^{2}\right)}\{(2 a x+b) \mathrm{X}^{-r+1} \\
&\left.+2(2 r-3) a \int \mathrm{X}^{-r+1} d x\right\}
\end{aligned}
$$

If $r$ be a + integer, this reduces to III. A. 16, 17 .

$$
" \quad\left(+ \text { integer }+\frac{1}{2}\right) \quad, \quad, \quad \text { III. B. } 13 .
$$

## IX. B. Trigonometrical.

Note.-The following formulæ remain true when $p x+q$ is substituted for $x$ and $p d x$ for $d x$. (See II. G.)
Sp. Case: If $p=-1$, and $q=\frac{\pi}{2}$ radians, in this substitution, we deduce a new formula in which each trigonometrical ratio is replaced by its complementary ratio.
N.B.-The following formulx, when $n$ and $m$ are integers, reduce to the formulæ referred to in the right-hand column.

1. $\int \sin ^{n} x d x=-\frac{1}{n} \sin ^{n-1} x \cos x+\frac{n-1}{n} \int \sin ^{n-2} x d x$ (VI. 1, or
2. $\int \cos ^{n} x d x=\frac{1}{n} \cos ^{n-1} x \sin x+\frac{n-1}{n} \int \cos ^{n-2} x d x \quad\left\{\begin{array}{l}\text { VI. 2, or } \\ \text { III. A. 1. }\end{array}\right.$
3. $\left.\int \frac{d x}{\sin ^{n} x}=\frac{-\cos x}{(n-1) \sin ^{n-1} x}+\frac{n-2}{n-1} \int \frac{d x}{\sin ^{n-2} x} \quad\right\}$ VI. 6, or 12.
4. $\left.\int \frac{d x}{\cos ^{2} x}=\frac{\sin x}{(n-1) \cos ^{n-1} x}+\frac{n-2}{n-1} \int \frac{d x}{\cos ^{-2} x} \quad\right\}$ VI. 5, or 11.
5. $\mathrm{X}_{m, n}=\int \sin ^{m} x \cos ^{n} x d x$.

$$
\left.\begin{array}{rl}
\mathrm{X}_{m, n} & =\frac{1}{m+n} \sin ^{m+1} x \cos ^{n-1} x+\frac{n-1}{m+n} \mathrm{X}_{m, n-z} \\
& =\frac{-1}{m+n} \sin ^{m-1} x \cos ^{n+1} x+\frac{m-1}{m+n} \mathrm{X}_{m-2, n}
\end{array}\right\} \begin{aligned}
& \text { VI. 1, 2, or } \\
& \text { 17. 18, or } \\
& \text { III. A. } 1 .
\end{aligned}
$$

6. $\mathrm{X}_{m, n} \equiv \int \frac{\sin ^{m} x}{\cos ^{n} x} d x$.

$$
\begin{array}{rlr}
\mathrm{X}_{m, n} & =\frac{1}{n-1} \cdot \frac{\sin ^{m+1} x}{\cos ^{n-1} x}+\frac{n-m-2}{n-1} \mathrm{X}_{m, n-2} & \begin{array}{r}
\text { VI. } 1,3,5, \\
\text { or } 16, \text { or }
\end{array} \\
& =-\frac{1}{m-n} \cdot \frac{\sin ^{m-1} x}{\cos ^{n-1} x}+\frac{m-1}{m-n} \mathrm{X}_{m-2, n} & \text { III. A. } 1 .
\end{array}
$$

7. $\mathrm{X}_{m, n} \equiv \int \frac{\cos ^{n} x}{\sin ^{m} x} d x$

$$
\left.\begin{array}{rl}
\mathrm{X}_{m, n} & =-\frac{1}{m-1} \cdot \frac{\cos ^{n+1} x}{\sin ^{m-1} x}+\frac{m-n-2}{m-1} \mathrm{X}_{m-2, n} \\
& =\frac{1}{n-m} \cdot \frac{\cos ^{n-1} x}{\sin ^{n-1} x}+\frac{n-1}{n-m} \mathrm{X}_{m, n-2}
\end{array}\right\} \begin{aligned}
& \text { VI. 1, 2, 4, } \\
& \text { or 16, or } \\
& \text { III. A. } 1 .
\end{aligned}
$$

8. $\mathrm{X}_{m, n} \equiv \int \frac{d x}{\sin ^{m} x \cos ^{n} x}$

$$
\left.\begin{array}{rl}
\mathbf{X}_{m, n} & =\frac{1}{n-1} \cdot \frac{1}{\sin ^{m-1} x \cos ^{n-1} x}+\frac{n+m-2}{n-1} \mathbf{X}_{m, n-2} \\
& =-\frac{1}{m-1} \frac{1}{\sin ^{m-1} x \cos ^{n-1} x}+\frac{m+n}{m-1} \mathbf{X}_{m-2, n}
\end{array}\right\} \text { VI. 5, } 6
$$

9. $\int \tan ^{n} x d x=\frac{\tan ^{n-1} x}{n-1}-\int \tan ^{n-2} x d x$.
IX. C. Mixed Functions.
10. $\int x^{n} \sin m x d x=-\frac{x^{n}}{m} \cos m x+\frac{n}{m} \int x^{n-1} \cos m x d x$
11. $\int x^{n} \cos m x d x=\frac{x^{n}}{\dot{m}} \sin m x-\frac{n}{m} \int x^{n-1} \sin m x d x$
VI. 1, or 2, when $n$ is a positive integer. Other wise, use II. D. and II. A.
12. $\int \frac{\sin m x \cdot d x}{x^{n}}=-\frac{\sin m x}{(n-1) x^{n-1}}+\frac{m}{n-1} \int \frac{\cos m x d x}{x^{n-1}}$
13. $\int \frac{\cos m x}{x^{n}} d x=-\frac{\cos m x}{(n-1) x^{n-1}}-\frac{m}{n-1} \int \frac{\sin m x d x}{x^{n-1}}$

If $n \equiv$ a posi-
tive integer
VIII. 1 or 2.
Otherwise.
use II. $D$.
5. $\left.\int(\log x)^{n} x^{m} d x=\frac{x^{m+1}}{n+1}(\log x)^{n}-\frac{n}{m+1} \int(\log x)^{n-1} x^{m} d x\right\} \begin{gathered}\substack{n=1.2 . ~ A . ~ 2 i f ~} \\ \text { tive integi- } \\ \text { and. }\end{gathered}$
6. $\int x^{m} a^{n x} d x=\frac{x^{m} a^{n x}}{n \log _{e} a}-\frac{m}{n \log _{6} a} \int x^{m-1} a^{n x} d x$
7. $\int \frac{e^{x}}{x^{m}} d x=\frac{-e^{x}}{(m-1) x^{m-1}}+\frac{1}{m-1} \int \frac{e^{x} d x}{x^{m-1}}$
VIII. 7 if $m$ \} is a whole number.
8. $\int e^{a x} \cos ^{n} x d x=\frac{e^{a x} \cos ^{n-1} x(n \sin x+a \cos x)}{n^{2}+a^{2}}$
$+\frac{n(n-1)}{n^{2}+a^{2}} \int e^{a x} \cos ^{n-2} x d x$.
IV. 2 if $n=$
even positive
integer.
VIII. 12 if $n$
$\equiv$ odd positive
integer.
9. $\int e^{a x} \sin ^{n} x d x=\frac{e^{a x} \sin ^{n-1} x(a \sin x-n \cos x)}{n^{2}+a^{2}}$
IV. 2 if $n$ is an even positive integer.

$$
+\frac{n(n-1)}{n^{2}+a^{2}} \int e^{a x} \sin ^{n-2} x d x
$$

 positive integer.
10. $\int \frac{e^{a x}}{\cos ^{n} x} d x=-\frac{e^{a x}\{a \cos x-(n-2) \sin x\}}{(n-1)(n-2) \cos ^{n-1} x}+\frac{a^{2}+(n-2)^{2}}{(n-1)(n-2)} \int \frac{e^{a x} d x}{\cos ^{n-2} x}$.
11. $\int \frac{e^{a x}}{\sin ^{n} x} d x=-\frac{e^{a x}\{a \sin x+(n-2) \cos x\}}{(n-1)(n-2) \sin ^{\pi-1} x}+\frac{a^{2}+(n-2)^{2}}{(n-1)(n-2)} \int \frac{e^{a x} d x}{\sin ^{n-2} x}$.

## X.-GAMMA FUNCTIONS.

Properties of the Gamma Funomon.

1. Definition : $\Gamma(n) \equiv \int_{0}^{\infty} e^{-x} x^{n-1} d x \equiv \int_{0}^{1}\left(\log _{6} \frac{1}{x}\right)^{n-1} d x$ where $n>0$.
2. $\Gamma(n+1)=n \Gamma(n)$.
3. If $n$ is a positive integer $\Gamma(n)=(n-1)$ ! and $\Gamma(1)=1$.
4. $\Gamma(n) \Gamma(1-n)=\frac{\pi}{\sin n \pi} \quad$ if $n>0$ and $<1$.
5. $\Gamma(n)=\operatorname{Lim}_{\mu=\infty} \frac{\mu!\mu^{n}}{n(n+1)-\cdots(n+\mu)}$ where $\mu$ is a positive integer.
N.B.-Legendre, in his Traité des Fonctions Elliptiques, Vol. II., gives an extended table of 1000 entries from $n=1$ to $n=2$, to 12 decimal places.
6. Table of Values of $1+\log _{10} \Gamma(n)$.

| v | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | - 9999 | -9753 | -9513 | -9280 | $\cdot 9053$ | -8834 | -8621 | -8415 | -8215 | -8021 |
| $1 \cdot 1$ | 7834 | -7653 | 7478 | $\cdot 7310$ | -7147 | -6990 | -6839 | -6694 | . 6554 | . 6421 |
| $1{ }^{1 / 2}$ | -6292 | -6170 | -6052 | -5940 | -5834 | $\cdot 5732$ | -5636 | -5545 | -5459 | -5378 |
| $1 \cdot 3$ | -5302 | $\cdot 5231$ | $\cdot 5165$ | -5104 | - 5047 | -4995 | -4948 | '4905 | -4868 | -4834 |
| $1 \cdot 4$ | $\cdot 4805$ | $\cdot 4781$ | $\cdot 4761$ | $\cdot 4745$ | -4734 | -4726 | -4724 | $\cdot 4725$ | -4731 | -4740 |
| 1.5 | $\cdot 4755$ | - 4772 | -4794 | -4820 | - 4850 | $\cdot 4884$ | - 4921 | -4963 | -5008 | . 5057 |
| 1.6 | -5110 | -5167 | -5227 | -5291 | -5359 | $\cdot 5430$ | - 5505 | -5583 | -5665 | -5750 |
| 17 | -5839 | -5931 | 6027 | -6126 | - 6229 | - 6335 | - 6444 | -6556 | . 6672 | -6790 |
| 1.8 | -6913 | -7038 | -7167 | $\cdot 7299$ | -7433 | 7571 | 7712 | -7856 | -8004 | -8154 |
| 1.9 | -8307 | -8463 | . 8622 | -8784 | -8949 | -9117 | -9288 | $\cdot 9462$ | - 9638 | -9818 |

N.B.-To calculate $\Gamma(n)$, when $n$ is given :-

If $n \equiv$ a positive integer, see 3. If $n>1$ and $<2$, use the table.
If $n>2$, by using (2) make the value depend on one in which $n$ liem between 1 and 2. Thus $\Gamma(3.52)=2.52 \times 1.52 \Gamma(1.52)$.

If $n<1$, use (2) to make the value depend on one in which $n>1:$ thus $\Gamma(n)=\frac{\Gamma(n+1)}{n}$. Example $: \Gamma(63)=\frac{\Gamma(1 \cdot 63)}{{ }^{63}}$.

## XI. DIFFERENTIAL EQUATIONS.

$$
\text { N.B. }-\exp (\mathrm{X}) \equiv e^{\mathrm{X}} .
$$

## XI. A. First Order, First Degree.

1. $\mathbf{X}^{\prime}+m \mathbf{X}=0, \quad \mathrm{X}=\mathbf{C} e^{-m x}$, or $x=-\frac{1}{m} \log \frac{\mathbf{X}}{\mathbf{C}}$.
2. $\quad \mathbf{X}^{\prime}+f(x)=0, \quad \mathrm{X}=\mathbf{C}-\int f(x) d x$.
3. $\quad \mathrm{X}^{\prime}+\mathrm{X} f(x)=0, \quad \mathrm{X}=\mathrm{C} \exp \left\{-\int f(x) d x\right\}$.

Sp. Case : $f(x)=m x^{n} ; \quad \log \frac{\mathrm{X}}{\mathrm{C}}=-\frac{m}{n+1} x^{n+1}$.
4. $\mathrm{X}^{\prime}+\mathrm{X} f(x)=\phi(x)$

$$
\begin{aligned}
& \mathbf{X}=\exp \left\{-\int f(x) d x\right\}\left[\mathrm{C}+\int \phi(x) \exp \left\{\int f(x) d x\right\} d x\right] \\
& \text { Sp. Case : } f(x)=k, \quad \therefore \mathrm{X}^{\prime}+k \mathrm{X}=\phi(x) ; \\
& \mathrm{X}=e^{-k x}\left\{\mathrm{C}+\int \phi(x) e^{k x} d x\right\}
\end{aligned}
$$

5. $\mathrm{X}^{\prime}=\phi(x) f(\mathrm{X}), \int \frac{d \mathrm{X}}{f(\mathrm{X})}=\int \phi(x) d x$.

Sp. Case: $\quad \phi(x)=1, \quad \therefore \mathrm{X}^{\prime}=f(\mathrm{X}), \quad x=\int \frac{d \mathrm{X}}{f(\mathrm{X})}$.
6. $f(x, \mathrm{X}) \mathrm{X}^{\prime}+\phi(x, \mathrm{X})=0$. If the condition $\frac{\partial \phi}{\partial \mathrm{X}}=\frac{\partial f}{\partial x}$ is fulfilled, then

$$
\int \phi(x, \mathrm{X}) d x+\int\left[f(x, \mathrm{X})-\int \frac{\partial \phi(x, \mathrm{X})}{\partial \mathrm{X}} d x\right] d \mathrm{X}=\mathrm{C}
$$

or $\int f(x, \mathrm{X}) d \mathrm{X}+\int\left[\phi(x \mathrm{X})-\int \frac{\partial f(x, \mathrm{X})}{\partial x} \partial \mathrm{X}\right] d x=\mathrm{C}$
the integrations being partial.
Note.-If the equation as given does not fulfil the above condition, it may do so after being multiplied throughout by a function of $x$ or X or both, called the Integrating Factor. (See Boole, chapters IV., V.) E.g. $\left(x^{2} \mathrm{X}+\mathrm{X}+1\right)+\mathrm{X}^{\prime}\left(x+x^{3}\right)$.

Integrating Factor, $1 /\left(1+x^{2}\right)$. Solution: $x \mathrm{X}+\tan ^{-1} x=\mathrm{C}$.
7. $\mathrm{X}^{\prime} f(x, \mathrm{X})+\phi(x, \mathrm{X})=0$ where $f(x, \mathrm{X})+\phi(x, \mathrm{X})$ is homogencous in $x, \mathrm{X}$. Substitute $\mathrm{X} \equiv x$ 式 and reduce to XI. A. 5.

8．$(a x+b \mathrm{X}+c) \mathrm{X}^{\prime}+(f x+g \mathrm{X}+h)=0$ ．
Assume $a x+b \mathrm{X}+c \equiv z ; f x+g \mathrm{X}+h \equiv \mathrm{Z}$ ，hence $-Z^{\prime} z+f z-g Z=0$ ．（See XI．A． 7 or 3．）
Exc．when $a: b=f: g$ ，put $\mathfrak{X} \equiv a x+b \mathbf{X}$ ，hence （式 $+c$ ）（式 $-a)+g$ 式 $+b h=0$ ．（See XI．A． 5 Sp．Case．）
9． $\mathrm{X}^{\prime}+\mathrm{X} f(x)=\mathrm{X}^{n} \phi(x)$ ．Substitute ${ }^{(1)}=\mathrm{X}^{1-n}$ ．Then

$$
x^{\prime \prime}+(1-n){ }^{*} f(x)=(1-n) \phi(x) \text {. (See XI. A. 4.) }
$$

10．If $x \mathrm{X}^{\prime}=(\mathrm{AX}+\mathrm{B})(a \mathrm{X}+b)$ ；
then $C x^{a}=\frac{\mathrm{AX}+\mathrm{B}}{\mathrm{aX}+b}$ ，where $a=\mathrm{A} b-a \mathrm{~B}$ ．
If $\quad x \mathrm{X}^{\prime}=a \mathrm{X}^{2}+b \mathrm{X}+c$ ；
then $\mathrm{C} x^{a}=\frac{2 a \mathrm{X}+b-a}{2 a \mathrm{X}+b+a}$ ，where $a=\sqrt{b^{2}-4 a c}$.
11．If $x \mathrm{X}^{\prime}=(\mathrm{AX}+\mathrm{B})(a x+b)$ ；
then $\mathrm{AX}+\mathrm{B}=x^{\mathrm{Ab}} \cdot \mathrm{e}^{\mathrm{A}(a x+\mathrm{C})}$ ．
IX. B. First Order, Second or Higher Degree.

1. $f\left(x, \mathbf{X}, \mathbf{X}^{\prime}\right)=0$. If possible, solve for $\mathbf{X}^{\prime}$. Each solution $\mathbf{X}^{\prime}$ $=\phi(x, \mathrm{X})$, solved by XI. A. if possible, gives part of the general solution.
2. $f\left(\mathrm{X}, \mathrm{X}^{\prime}\right)=0$. Use XI. B. 1 if possible: otherwise solve for X if possible. Each solution $\mathrm{X}=\phi\left(\mathrm{X}^{\prime}\right)$ gives $x=\int \frac{\phi^{\prime}\left(\mathrm{X}^{\prime}\right)}{\mathrm{X}^{\prime}} d \mathrm{X}^{\prime}$ $+C$. Then eliminate $X^{\prime}$ between the last two equations.
3. $f\left(x, \mathrm{X}^{\prime}\right)=0$. Use XI. B. 1 if possible: otherwise solve for $x$ if possible. Each solution $x=\phi\left(\mathrm{X}^{\prime}\right)$ gives $\mathrm{X}=\int \mathrm{X}^{\prime} \phi^{\prime}\left(\mathrm{X}^{\prime}\right) d \mathrm{X}^{\prime}$ $+C$. Then eliminate $X^{\prime}$ between the last two equations.
4. $\mathrm{X}=x \mathrm{X}^{\prime}+f\left(\mathrm{X}^{\prime}\right)$. (Clairault's Equation) $\mathrm{X}=c x+f(c)$. See § 202, p. 123.

## XI. C. Second Order.

1. $\mathrm{X}^{\prime \prime}+m^{2} \mathrm{X}=0, \quad \mathrm{X}=\mathrm{A} \cos m x+\mathrm{B} \sin m x$

$$
=\mathrm{C} \cos (m x+\mathrm{K}) .
$$

2. $\mathbf{X}^{\prime \prime}-m^{2} \mathbf{X}=0, \quad \mathbf{X}=\mathrm{A} e^{m x}+\mathrm{B} e^{-m x}$.
3. $\mathrm{X}^{\prime \prime}+a \mathrm{X}^{\prime}+b \mathrm{X}=0$. Two forms :-

$$
\left.\begin{array}{rl}
\mathbf{X} & =e^{-a x / 2}\left\{\mathrm{~A} \exp \left(\frac{x}{2} \sqrt{ }\left(a^{2}-4 b\right)\right)+\mathrm{B} \operatorname{expp}\left(-\frac{x}{2} \sqrt{ }\left(a^{2}-4 b\right)\right)\right\} \\
\text { when } a^{2}>4 b \\
& \left.=e^{-a x / 2}\left\{\mathrm{~A} \cos \left(\frac{x}{2} \sqrt{4 b-a^{2}}\right)+\mathrm{B} \sin \left(\frac{x}{2} \sqrt{4 b-a^{2}}\right)\right\}\right\} \\
& =\mathrm{C} e^{-a x / 2} \cos \left\{\frac{x}{2} \sqrt{ }\left(4 b-a^{2}\right)+\mathrm{K}\right\}
\end{array}\right\} \begin{gathered}
\text { when } a^{2} \\
<4 b .
\end{gathered}
$$

4. $\quad \mathrm{X}^{\prime \prime}=f(x), \quad \mathrm{X}=\iint f(x) d x d x+\mathbf{A} x+\mathbf{B}$.

5. $\mathrm{X}^{\prime \prime}+a \mathrm{X}^{\prime}+b \mathrm{X}=f(x)$.


Then $X=\underset{N}{*} \int d x$. See § 216, page 132 .
6. $\mathrm{X}^{\prime \prime}+\mathrm{X}^{\prime} f(x)+\mathrm{XF}(x)=\phi(x)$.


Then $\mathbf{X}=\underset{\sim}{\sim} \iint E d x$. See § 214, page 130 .
7. $\frac{d^{2} \mathrm{X}}{d x^{2}}=c^{2} \frac{d^{2} \mathrm{X}}{d y^{2}}$, where X is a function of $x$ and $y$ :

General integral solution :-

$$
\mathbf{X}=f\left(x+\frac{y}{c}\right)+\phi\left(x-\frac{y}{c}\right)
$$

where the forms of the functions $f()$ and $\phi()$ are determined by limiting conditions.

## XI．D．Order higher than Second．

I．$f\left(x, \mathrm{X}^{(n-1)}, \mathrm{X}^{(n)}\right)=0$ ．Put $\underset{\sim}{\tilde{y}}=\mathrm{X}^{(n-1)}$ ，and equation becomes $f\left(x, \underset{N}{\mathcal{N}}, \mathcal{N}^{\prime \prime}\right)=0$ ．（See XI．A，or B．）

2．$f\left(x, \mathrm{X}^{(n-2)}, \mathrm{X}^{(n-1)}, \mathrm{X}^{(n)},\right)=0$ ．Put $\underset{X}{ }=\mathrm{X}^{(n-2)}$ and equation becomes $f(x$, ，式，式，式＂）$=0$ ．（See XI．C．）
3． $\mathrm{X}^{(n)}=f(x)$ ．

$$
\mathrm{X}=\int^{(n)} f(x) d x^{n}+\mathrm{C}_{1} x^{n-1}+\mathrm{C}_{2} x^{n-2}+\cdots+\mathrm{C}_{n}
$$

4． $\mathrm{X}^{(n)}+a_{1} \mathrm{X}^{(n-1)}+a_{2} \mathrm{X}^{(n-2)}+\cdots+a_{n-1} \mathrm{X}^{\prime}+a_{n} \mathrm{X}=0$
$\mathrm{X}=\mathrm{C}_{1} e^{m_{1} x}+\mathrm{C}_{2} e^{m_{2} x}+\cdots+\mathrm{C}_{n} e^{m_{n} x}$
where $m_{1}, m_{2}, \cdots-m_{n}$ are the roots of the auxiliary equation $m^{n}+a_{1} m^{n-1}+a_{2} m^{n-2}+\cdots+a_{n-1} m+a_{n}=0$.

Note 1．－If $m_{1}=p+q \sqrt{-1}$ and $m_{2}=p-q \sqrt{-1}$ are a pair of imaginary roots，the terms $\mathrm{C}_{1} e^{m_{1} x}+\mathrm{C}_{2} e^{m_{2}{ }^{x}}$ are equivalent to the real form $e^{p x}(\mathbf{A} \cos q x+\mathbf{B} \sin q x)$ ．

Note 2．－If there be $r$ equal roots $m_{1}, m_{2} \cdots m_{r}$ ，each $=\mu$ ，the corresponding terms in the value of X are $\left(\mathrm{C}_{1}+\mathrm{C}_{2} x+\mathrm{C}_{3} x^{2}+\cdots\right.$ $\left.+\mathrm{C}^{r} x^{r-1}\right) e^{\mu x}$ ．And if there are $r$ pairs of imaginary roots each $=p \pm q \sqrt{-1}$ ，the terms are

$$
\begin{aligned}
\mathrm{e}^{p x}\left\{\mathrm{~A}_{1} \cos q x+\mathrm{B}_{1} \sin q x+x\left(\mathrm{~A}_{2} \cos q x+\right.\right. & \left.\mathrm{B}_{2} \sin q x\right)+\cdots \\
& \left.+x^{r-1}\left(\mathrm{~A}_{r} \cos q x+\mathrm{B}_{r} \sin q x\right)\right\}
\end{aligned}
$$

5． $\mathrm{X}^{(n)}+a_{1} \mathrm{X}^{(n-1)}+a_{2} \mathrm{X}^{(n-2)}+\cdots+a_{n} \mathrm{X}=b_{0}+b_{1} x+b_{2} x^{2}+\cdots+b_{r} x^{r}$ ．
Differentiate both sides $r+1$ times and solve the resulting equation by XI．D．4．This solution is too general，having $n+r+1$ arbitrary constants：but by substituting in the equation and using I．1I，we get $r+1$ relations between the constants．

Otherwise：see XI．D． 6.
6. $\mathrm{X}^{(n)}+a_{1} \mathrm{X}^{(n-1)}+a_{2} \mathrm{X}^{(n-2)}+\cdots+a_{n} \mathrm{X}=f(x$.

Let $\mathrm{X}=\mathrm{F}(x)$ be the solution on the supposition that $f(x)=0$. (See XI. D. 4.)

Then $\mathrm{X}=\mathrm{F}(x)+\sum_{\tau=1}^{\tau=n} \mathrm{~A}_{\mathrm{r}} \exp \left(m_{r} x\right) \int \exp \left\{-m_{r} x f(x)\right\} d x$,
where $A_{1} A_{2}---$ are such as to make the equation
$\frac{\mathrm{A}_{1}}{m-m_{1}}+\frac{\mathrm{A}_{2}}{m-m_{2}}+\cdots+\frac{\mathrm{A}_{n}}{m-m_{n}}=\frac{1}{m^{n}+a_{1} m^{n-1}+a_{2} m^{n-2}+\cdots+a_{n}}$ identically true. (See II. E.)

Another method: By variation of Parameters; see Forsyth, § 75.

## XI. E. Partial Differential Equations.

1. $\frac{\partial y}{\partial t}=a^{2} \frac{\partial^{2} y}{\partial x^{2}}, \quad y=\mathrm{C} \exp \left(\alpha x+a^{2} a^{2} t\right)$
where C and $a$ are arbitrary constants,
or $\quad y=\{\mathrm{A} \cos a x+\mathrm{B} \sin \alpha x\} \exp \left(-a^{2} a^{2} t\right)$,
$A$ and $B$ being arbitrary constants.
General Solution: $y=$ sum of any number of solutions like the above.
E.g. $y=\int_{a_{1}}^{a_{2}} \mathrm{~F}(\alpha) \exp \left(\alpha x+\alpha^{2} \alpha^{2} t\right) d a$, where $F$ is an arbitrary function.
2. $\frac{\partial^{2} y}{\partial t^{2}}=a^{2} \frac{\partial^{2} y}{\partial x^{2}}, \quad y=\mathrm{F}(x+a t)+f(x-a t)$
where F and $f$ denote arbitrary functions.
3. $a \frac{\partial^{2} y}{\partial t^{2}}+b \frac{\partial^{2} y}{\partial x \partial t}+c \frac{\partial^{2} y}{\partial x^{2}}+f \frac{\partial y}{\partial t}+g \frac{\partial y}{\partial x}+h y=0$
$y=\mathrm{C} e^{a x+\beta t}$ where $\mathrm{C}, u, \beta$ are arbitrary; but $a, \beta$ subject to the condition

$$
a \beta^{2}+b a \beta+c a^{2}+f \beta+g a+h=0
$$

General Solution: $y=$ the sum of any number of such particular solutions.
4. $\quad a \frac{\partial y}{\partial t}+b \frac{\partial y}{\partial x}+c=0, \quad(c t+a y)=\phi(c x+b y)$ where $\phi \equiv$ an arbitrary function.
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"Will be of the greatest service to the expert as a book of reference."-Engineer.

In Large 8vo. Cloth. With Folding Plates and Numerous Illustrations.
A COMPANION VOLUME TO "DOCK ENGINEERING."
THE PRINCIPLES AND PRACTICE OF

## HARBOUR ENGINEERING.

## By BRYSSON OUNNINGHAM.

Contents. - Introductory. - Harbour Design. - Surveying, Marine and Submarine.-Piling.-Stone, Natural and Artiticial.-Breakwater Desigu.Breakwater Constructiou. - Pierheads, Quays, aud Landing Stages. Entrance Channels.-Chanuel Demarcation.-InDex.

In Large Crown 8vo. Handsome Cloth. 4s. 6d. net.

## THE THERMO-DYNAMIC PRINCIPLES OF ENGINE DESIGN.

By LIONEL M. HOBBS,<br>Engineer-Lientenant, R.N.; Instructor in Applied Mechanics and Marine Engine Desinnat the Royal Naval College, Greenwich.

Contents. - Laws and Principles of Thermo-Dynamics. - Hot-Air Engines.-Gas and Oil Engines.-Refrigerating Machines.-Transmission of Power by Compressed Air. -The Steam Engine.- Unresisted Expansion and Flow through Orifices. -Flow of Gases along Pipes. -Steam Injectors and Ejectors. -Steam Turbines. -Appendices.-Index.
"Serves its purpose admirably . . sbould prove of invaluable service . well np-to-date."-Shipying World.

LONDON : CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

## THE THEORY OF THE STEAM TURBINE.

A Treatise on the Principles of Construction of the Steam Turbine, with Historical Notes on its Development.

By ALEXANDER JUDE.

Contrints.-Fundamental.-Historical Notes on Turbines.-The Velocity of Steam.Types of Steam Turbines.--Practical Turbines.-The Efficiency of Turbines, Type I.Trajectory of the Steam.-Efficiency of Turbines, Types II., III. and IV.-Turbine Vanes.Disc and Vane Friction in Turbines.-Specific Heat of Superbeated Steam.-Strength of Rotating Discs.-Governing Steam Turbines.-Steam Consumption of Turbines.-The Whirling of Shafts.-Speed of Turbipes.-Index.
" One of the latest text-books . . . also one of the best . . . there is absolutely no padding."-Sir William White in the Times Engineering Supplement.

In Large Crown 8vo. Handsome Cloth. With I31 Illustrations. 6s. net. LECTURES ON THE MARINE STEAM TURBINE.

By Prof. J. HaRvaRD BILES, M.Inst.N.A., Professor of Naval Arcliitecture in the University of Glasgow.

"This is the best popular work on the msrive stesm turbine which has yet appesred."Steamship.

## Works by BRYAN DONKIN, M.Inst.C.E., M.Inst.Mech.E., \&c.

Fourth Edition, Revised and Enlarged. With additional Illustrations. Large 8vo, Handsome Cloth. 255. net.

> A TEXT-BOOK ON

## GAS, OIL, AND AIR ENGINES.

## By BRYAN DONKIN, M.Inst.C.E., M.Inst.Mech.E.

Contents.-Part I.-Gas Engines: General Description of Action and Parts.Heat Cycles and Classification of Gas Engines.-History of the Gas Engine.-The Atkinson, Griffin, and Stockport Engines.-The Otto Gas Engine.-Modern British Gas Engines.-Modern French Gas Engines.-German Gas Engines.--Gas Production for Motive Power. - Utilisation of Blast-furnace and Coke-oven Gases for Power. -The Theory of the Gas Engine.-Chemical Composition of Gas in an Engine Cylinder.-Utilisation of Heat in a Gas Engine.-Explosion and Combustion in a Gas Engine.-Part II.Petroieum Englnes: The Discovery, Utilisation, and Properties of Oil.-Method of Treatiog Oil.-Carburators.-Early Oil Engines.-Practical Application of Gas and Oil Engines.-Part III.-Air Engines.-Appendichs.-Index.
"The best book now published on Gas, Oil, and Air Eagines."-Engineer.
in Quarto, Handsome Cloth. With Numerous Plates. 25s.

## THE HEAT EFFIIIENCY OF STEAM BOILERS (LAND, MARINE, AND LOCOMOTIVE). By BRYAN DONKIN, M.Inst.C.E.

Genbral Contents.--Classification of Different Types of Boilers:-425 Experiments on English and Foreign Boilers with their Heat Efficiencies shown in Fifty Tables.-Fire Grates of Various Types.-Mechanical Stokers.-Combustion of Fuel in Boilers.-Transmission of Heat through Boiler Plates, and their Temperature.-Feed Water Heaters, Superheaters, Feed Pumps, \&c.-Smoke and its Prevention.-Instruments used in Testing Boilers.-Marine and Locomotive Boilers.-Fuel Testing Stations.-Discussion of the Trials and Conclusions.- On the Choice of a Boiler, and Testing of Land, Marine, and Locomotive Boilers.-Appendices.-Bibliography.-InDEx.
" Probably the most expadetive resume that bae ever been collected. A practioal Book by a thorongbly practical man."-Iron and Coal Trades Review.

Fourth Edition, Revised. Pocket-Size, Leather, 12s. 6 d. BOILERS, MARINE AND LAND: THEIR CONSTRUCTION AND STRENGTH.
 By T. W. TRAILL, M. Inst. O. E., F.E. R. N., Liste Engineer Burveyor-in-Chief to the Board of Trade.
"Centsing aa Enormods Quantiry of Infonmation arrranged in 9 rary convenient form. . A MOST USBFUL VOLUME : . - aupplying infermation to be had nowhere elae."-The Engineer.

Fifth Edition. Large Crown 8vo. With numerous Illustrations. 6s. net.

## ENGINE-ROOM PRACTICE:

# A Handbook for Engineers and Officers in the Royai Nayy and Mercantile Marine, inciuding the Management of the Main and Auxiliary Engines on Board Ship. 

By JOHN G. LIVERSIDGE, R.N., A.M.I.C.E.
Contents.-Goneral Dsacription of Marine Machinery.-The Canditione of Service ana Dntise of Enginesrs of the Roysi Navy--Entry sud Conditiona of Service of Enginesre of the Lesding S.S. Companies.-Raiaing steam-Dutios of a Stsaning Watch on Engines and Boilers.-Shuttiag off Steam.-Harbour Duties and Watebes.-Adjustmente and Repsirs of Enginss.- Preservation and Repsirs of "Tank" Boilers. -The Hnll and its

- FFittings.-Olesning and Painting Machinery.-Reciprocsting Pumps, Feed Hesters, and Antomatic Fsed-Water Regulators. - Evaporators. - Steam Boats. - Electric Light Machinsry.-Hydraulle Machinery,-Air-Compreseing Pumps.-Refrigerating Machines, -Machinery of Deatroyers.-Tbe Management of Water-Tube Boilers.- Ragulationa for Entry of Assistant Engineers, R.N.-Questions given in Examinstions for Promotion of Engineers. R.N.-Regulations respecting Board of Trade Examinations for Engineers. \&c
"This veby dbeful hook. . . inhustrations are of gebat mpoetance in a work of this kind, snd it is estiofactory to find that sprcial attention has been given in this respeot."-Engineers' Gazette.

Fifth Edition, Thoroughly Revised and Greatly Enlarged. With Numerous Illustrations. Price 10s. 6d.

## VALVES AND VALVE~GEARING:

A Practical Text-boak for the use of Engineers, Draughtsmen, and Students. By charles hurst, Practical Dradghtsman.
Part I.-Steam Engine Valves. $\mid$ Part III.-Air Compressor Valves and
Part II.-Gas Engine Valves and Gearing. Gears.

Part IV.-Pump Valves.
"Mr. Hobet'e vaives and valvb-orabino will prove a very valueble aid, and tend to the production of Engines of gerbsirfic nesion and mconomical wonking. . . . Will be lergely gought efter by studenta and Designers."-Marine Engineer.
"As a practiosl trestise on the subject, the book stands without a rival."-Mechanical World.

[^40]LONDON: GHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

Weoond Edition, Revised.
Wamerous Plates reduoed from Working Drawings and 280 Illustrations in the Text. 2ls.

# A MANUAL OF LOCOMOTIVE ENGINEERING: 

# A Practical Text-Book for the Use of Engine Builders, Designers and Draughtsmen, Railway Engineers, and Students. 

By WILLIAM FRANK PETTTIGREW, M.Inst.C.E. With a Section on American and Continental Engines. By ALBERT F. RAVENSHEAR, B.Sc., of His Majeety's Patent Offlce.
Contencs, - Historical Introdnction, 1763-1863, - Modern Locomotives: Simpls, Modern Locomotives: Compound. Primary Consideration iv Locomotive Design. Cylinders, Stesm Oheste, snd Stuffing Bozes.-Pistons, Piston Rods, Orosehesds, and Slide Bers.-Oonaecting end Conpling Rods.- Wheels end Axles, Axje Boxea, Horublocks, ead Bearing Springe.-Belencing.-Velve Gesr,-Slide Velves and Velve Gear Detalls,Framiag, Bogies and Axle Tracke, Radial Axle Boxes,-Bollers, Smoksbox. Blabt Pipe, Firebox Fittinge, - Boiler Monntinge.-Tenders.- Heilwsy Braken.-Lubrication.-Consumaption of Foel, Evsporstion and Engine tfflency.-American Locomotives.-Continentel Locomotives, -Repairs, Running, Iospection, and Renewale.-Three Appendicee. -Index.
"The work containa all teat oan ee leaznt from a hook upon anoh a arbject, It will at oace rank ea the $\operatorname{sTANDARD}$ WORE UPON THIS IMPORTANT gUBJECT,"-Railvay Magazine.

In Large 8vo. Fully Illustrated. 8s. 6d. net.

## LOCOMOTIVE COMPOUNDING AND SUPERHEATING.

By J. F. GAIRNS.

Contents.-Introductory.-Compounding and Superheating for Locomotlves.-A Classification of Compound Systems for Locomotives.-The History and Development of the Compound Locomotive. - Two-Cylinder Non-Automatic Syetems. - Two-Cylinder Automatic Systems.-Other Two-Cylinder, Syateme.-Three-Cylinder Systems.- FourCyliuder Tandem Systeme.-Four-Cylinder Two-Crank Systems (other than Tandem).-Four-Cylinder Balanced Syatema- Four-Cylioder Divided and Balanced Systeme.Articulated Compound Engines.-Triple-Expansion Lacomotives.-Compound Rack Locomotives.-Concluding Remarks Concerning Compound Locomotives.--The Use of Superhested Stesm for Locomotives.-INDEX.
"A welcome sddition to the library of the rsilwey engioeer."-Engineering Times.
In Large 8vo. Handsome Cloth. With Plates and Illustrations. 16s.

## LIGIET REXIMXXXYS

## AT HOME AND ABROAD.

By WILLIAM HENRY OOLE, M.Inst.O.E., Late Depoty-Measger, North-Western Rallway, Indie.
Contents.-Discussion of the Term "Light Railways."-English Railways, Rates, and Fsurmers.-Light Railways in Belgium, France, Italy, other European Countries, America and ths Colonies, India, Ireland,-Road Transport as an alternative.-The Light Railways Act, 1896. -The Question of Gauge.-Construction and Working.-Locomotives and Rolling-Stock.-Light Railways in England, Scotland, and Wales.-Appendices and Index.
"Will remsin, for some time yet a Standard Work in everything relering to Light Rsilwsy日."-Engineer.
"The whole sabject is exiauetively and pbaotioally considered. The work cen be cordielly recommended as indispensabie to those whose duty it is to hecome ncquainted with one of the prime necessities of the immediste fatare."-Railway Offcial Gazefte

LONDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAMO

# In Crown 8vo. Handsome Cloth. F'ully Illustrated. <br> PRACTICAL CALCULATIONS FOR ENGINEERS. 

By CHARLES E. LARARD, A.M.Inst.O.E., M.I.Meeh.E., Wh.Exh., Head of the Mechanical Engineering Department at the Northampton Institute, London, E.C.

> AND H. A. GOLDING, A.M.I.Mech.E.

Contents.-Seotion I.-Cantracted Methods nf Calculation.-Technical Mensura-tion.-Practical Calculation by Logarithms.-The Slide Rule and its Applications.Squared Paper and its Uses. Section M.-Pulleys and Wheels in Train.-Speed Ratios and Practical Examples.-Principle of Moments Applied to Practical Problems.-Work and Power.-Energy and Speed Fluctuations.-'Transmission of Work through Machines. -Friction and Efficiency.-Transmission of Power.-Shafting.-Motion on a Circle.Momentum, Acceleration, and Force Action. SECTION III.-Temperature Scales.-Units of Heat.-Specific Heat.-Heat aud Work.-Heat Value of Fubls.-Heat Losses in Engine and Boiler Plant.-Properties of Steam.-Moisture and Dryness Fraction.-Steam and Fuel Calculatinns.-Boiler Efficiency.-Size of Boiler--Engine Calculations.-Power, Indicated and Brake.-Calculations for Dimensions.-Steam Consumption and Willans Law.-Efficiencies, Comparative Costs of Power Production.-Commercial Efficiency. Section IV.-The Commercial side of Eugineering.-Calculation of Weights.-Division of Costs, Material and Lahour, Shop Charges and Establishment Charges.-Estimates.-Profit.-Use of Squared Paper in the Estimating Department and to the General Management.

Sixth Edition. Folio, strongly half-bound, 21 s .

## 

## Computed to Four Places of Decimals for every Minute of Angle up to 100 of Distance. <br> For the Use of Surveyors and Engineers.

By RICHARD LLOYD GURDEN, Authorised Surveyor for the Governments of New South Wales ano Victoria.

## ** Published with the Concurrence of the Surveyors-General for New South Wales and Victoria.


#### Abstract

" Those who have experience in exact Surviv-work will best know how to appreciate the enormous amount of lahour represented by this valuable book. The computations enable the user to ascertain the sines and cosines for a distance of twelve miles to within half an inch, and this by reference to but One Table, in place of the usual Fifteen minute computations requirea. This alone is evidence of the assistance which the Tables ensure to every user, and as every Surveyor in active practice has felt the want of such assistance FEW KNOWING OF THEIR PUBLICATION WILL REMAIN WITHOUT THEM."


Strongly Bound in Super Royal 8vo. Cloth Boards. 7s. ôd. net.


For Calculating Wages on the Bonus or Premium Systems. For Engineering, Technical and Allied Trades.
By HENRY A. GOLDING, A.M.Inst.M.E.,
Technical Assistant to Messrs. Bryan Donkin and Clench, Ltd., and Assistant Lecturer in Mechauical Engineering at the Northampton Institute, London, E.C.
"Cannot fail to prove practically serviceable to those for whom they have been designed."-Scotsman.

LONDON: GHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

Second Edition. Large 8vo, Handsome Cloth. With

## Illustrations, Tables, \&c. 2ls. net. <br> Lubrication \& Lubricants:

A Treatise on the Theory and Practice of Lubrication, and on the Nature, Properties, and Testing of Lubricants.

BY
LEONARD ARCEBUTT, F.I.C., F.C.S., Chemist to the Mid. Ry. Co.

AND
R. M. DEELEY, M. L.Mech. E., F.G.S. Chief Loco. Super., Mid. Ry. Co.

Contrents.-I. Friction of solids.-II. Liquid Frlction or. Viboosity, and Plabtio Frictlon.-III. Superficial Tension.-IV. The Theory of Lubrication.-V. Lubrlcants, their Sources, Preparation, and Properties.-VI. Physical Properties and Methods of Examination of Lubricants.-VII. Chamical Properties and Methods of Examination of Lahricants. - VIII. The Systematic Testiog of Luhricants by Phyaical and Chemical Methods.-IX. The Mechanicai Teating of Lubricants.-X. The Deaign and Lubricatlon of Bearings.-XI. The Lubrication of machinery.-Inpex.
"Contains practically ALL THAT is ENOWN on the subject. Deserves the careful sttention of all Enginears."-Railway Official Gazette.

Fourth Edition. Very fully Illustrated. Cloth, 4s. $6 d$.

## STEAM-BOILERS:

 THEIR DEFECTS, MANAGEMENT, AND CONSTRUOTION, By R. D. MUNRO, Chief Enqineer of the Scottish Boiler Insurance and Engine Inspection Company,"A valuable companion for workmen and engineers engaged about Steam Boilers, ought to be carefully studied, and always at hand."-Coll. Guardian.

By the same Author.

## KITCHEN BOILER EXPLOSIONS: Why

 they Occur, and How to Prevent their Occurrence. A Practical Handbook based on Actual Experiment. With Diagram and Coloured Plate. 3 s.In Crown 8vo, Cloth. Fully Illustrated. 5s. net.

## EMERY GRINDING MACHINERY.

A Text-Book of Workshop Practice $\ln$ Generai Tool Grinding, and the Design, Construction, and Application of the Machines Employed.

By R. B. HODGSON, A.M.Inst.Mech.E.
"Eminently practical . . . cannot fail to attract the notice of the users of this class of machinery, and to meet with careful perusal."-Chem. Trade journal.

Fifte Edition. In Two Parts, Published Separately. A TEXT•BOOK OF Engineering Drawing and Design.
By SIDNEY H. W FLLS, Wh.Sc., A.M.I.C.E., A.M.I. Mech.F. Vol. I.-Practical Geometry, Plane, and Solid. 4s. 6d. Vol. II.-Machine and Engine Drawing and Desigis. 4e. 6d. With many Illustrations, specially prepared for the Work, and numerous Examples, for the Use of Students in Techncal Schools and Colleges.
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In Three Parts. Crown 8vo, Handsome Cloth. Very Fully Illustrated. MOTOR-CAR MECHANISM AND MANAGEMENT.

By W. POYNTER ADAMS, M.Inst.E.E.

## PART 1.-THE PETROL CAR. 5s. net.

Seconn Edition. With important new Appendix, illustrating and defining parts of actual cars in use.
Contents.-Section I.-The Mechanism of the Petrol Car.The Engine. - The Engine Accessories.-Electrical Ignition and Accessories. -Multiple Cylinder Engines.-The Petrol. -The Chassis and Driving Gear. -Section II.-The Management of the Petrol Car.-The Engine.The Engine Accessories.-Electrical Ignition.-The Chassis and Driving Gear. -General Management.-Appendix.-Glossary.-lndex.
"Should be carefully studied by those who have anything to do with motors."-Automobile and Carriage Builders' Tournal.
*** PART II. The Electrical Car, and PART III. The Steam Car will be issued shortly.

In Large 8vo. Handsome Cloth. Very Fully Illustrated. 18s. net. A MANUAL OF
PETROL MOTORS AND MOTOR-CARS. Comprising the Designing, Construction, and Working of Petrol Motors. By F. STRICKLAND.
General Contents.-Part I. : Engunes.-Historical.-Power Required.-General Arrangement of Engines.-Ignitiou.-Carburettors.-Cylinders, Pistons, Valves, \&c.Crank Shafts, Crank Chambers, Cams, Runners, Guides, \&c. - Pumps.-Flywheels. Pipe Arrangements. - Silencers.-Engine Control, Balancing.-Motor Cycle Engines. Marine Motors.-Two-Cycle Motors.-Paraffin Carburettors. - Gas Producers. Part II. : Cars.-Gsneral Arrangements. - Clutches. - Transmiesiou. - Differential Gears. Universal Joints.-Axles. - Springs. - Radius Rods. - Brakes. - Wheels. - Frames. Steering Gear. - Radiator. - Steps, Mudguards, Bonnets, \&c. - Lnbrication. - Ball Bearings.-Bodies.-Factors of Safety.-Calculations of Stresses.-Special Change Speed Gears.-Special Cars.-Commercial Vehicles.-Racing Cars.-INDEX.
"Thoroughly practical and ecientific. . . . We have pleasure in recommending it to all. -Mechanical Engineer.

In Large 8vo. Cloth. Fully Illustrated. 10s. 6d. net.

## THE PROBLEM OF FLIGHTx

By HERBERT CHATLEY, B.Sc. (Eng.), London, Lecturer in Applisd Mechanice, Portsmouth T'echnical Institute.
Contents.-The Prohlam of Flight. - The Hislix. The Aëroplane. - The Aviplang. Dirigible Buloone.-Form and Fittings of the Airghip.-Appandices (The Possibility of Flight, Weight, a Flexible Wing, Zheory of Balance, Bibliography).-Index.

In Crown 8vo, Handsome Cloth. With 105 Illustrations.

## MECHANICAL ENGINEERING FOREEGINNERS.

By R. S. M ${ }^{c}$ LAREN.
Contents.-Materials.-Bolts and Nuts, Studs, Set Screws.-Boilers.-Steam Raising Accessoriss.-Steam Pipes and Valves.-T'he Steam Engine.-Power Transmission.Condensing Plant.-The Steam Turbine.-Electricity.-Hydraulic Machinery.-Gas and Oil Engines.-Strength of Beams, and Useful Information.-Index.

WORKS BY<br>ANDREW JAMIESON, M.Inst.C.E.ı M.I.E.E., F.R.S.E.,<br>Formerly Professor of Electrical Ensineering, The Glas. and W. of Scot. Tech. Coll.

## PROFESSOR JAMIESON'S ADVANCED TEXT-BOOKS.

## In Large Crowen 8vo. Fully Illustrated.

STEAM AND STEAM-ENGINES, INCLUDING TURBINES
AND BUILERS. For the Use of Engineers and for Students preparing for Examinations With 800 pp ., over 400 Illustrations, I I Plates, many B. of E., C. and G., Questions and Answers, and all Inst. C.E. Exams. on Theory of Heat Engines. Fifteenth Edition, Revised. ios. 6d.
"The Best Book yet published for the use of Students."-Engineer.
APPLIED MECHANICS \& MECHANICAL ENGINEERING. Including All the Inst. C.E. Exams. in (1) Applied Mechanics; (2) Strength and Elasticity of Materials; (3a) Theory of Structures; (ii) Theory of Machines; Hydraulics. Also B. of E. ; C. and G. Questions.

Vol. I.-Comprising 568 pages, 300 Illustrations, and Questions: Part I., The Principle of Work and its Applications; Part II.: Friction, Lubrication of Bearings, \&c.; Different kinds of Gearing and their Applications to Workshop Tools, \&c. Fifth Edition. 8s. 6d.
"Fully maintains the reputation of the Author."-Pract. Engimeer.
Vol. II.-Comprising Parts III. to VI., with over 800 pages, 37 I Illustrations; Motion and Energy, Theory of Structures or Graphic Statics; Strength and Elasticity of Materials ; Hydraulics and Hydraulic Machinery. Fifth Edition. 12s. 6d.
"Well AND LUCIDLY WRITTEN."-7he Engineer.
${ }^{*}{ }^{*}$ Each of the above volumes is complete in itself, and sold separately.

## PROFESSOR JAMIESON'S INTRODUCTORY MANUALS Crown 8vo. With Illustrations and Examination Papers.

## STEAM AND THE STEAM-ENGINE. (Elementary

 Mannal of). For First-Year Students, forming an Introduction to the Author's larger Work. Eleventh Edition, Kevised and Enlarged. 3/6. " Should he in the hands of EyEry engineering apprentice."-Practical Engineer.
## MAGNETISM AND ELECTRICITY (Practical Elementary

 Manual of). For First-Year Students. With stud Inst.C.E. and B. of E. Exam. Questions. Seventh Edition, Revised and Enlarged. 3/6. "A thoroughly trustworthy Text-book. Practical and clear."-Nature."The work has yrry higu qualitizs, which may be condensed into the one word
'clear.'"-Science and Art.

## A POCKET-BOOK of ELECTRICAL RULES and TABLES.

 For the Use of Electricians and Engineers. By John Munho, C.E., and Prof. Jamieson. Pocket Size. Leather, 8s. 6d. Eighteenth Edition.LONDON : CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

# WORKS BI W. J. MACQUORN RANKINE, LL.D., F.R.S. 

Thopoughly Revised by W. J. MILLAR, C.E.

A MANUAL OF APPLIED MECHANICS: Comprising the Principles of Statics and Cinematics, and Theory of Structures, Mechanism, and Machines. With Numerous Diagrams. Crown 8vo, Cloth. Seventeenth Edition. 12s. 6d.

A MANUAL OF CIVIL ENGINEERING: Comprising Engineering Surveys, Earthwork, Foundations, Masonry, Car pentry, Metal Work, Roads, Railways, Canals, Rivers, Waterworks, Harhours, \&e. With Numerous Tables and Illustrations. Crown 8vo, Cloth. Twenty-Third Edition. 16g.

A MANUAL OF MACHINERY AND MILLWORK: Comprising the Geometry, Motions, Work, Strength, Construction, and Objects of Machines, \&c. With inearly 300 Illustrations. Crown 8vo, Cloth. Seventi Edition. 12s. 6d.

A MANUAL OF THE STEAM-ENGINE AND OTHER PRIME MOVERS. With a Nection on Gas, Oil, and Ain Engines, by bryan Donkin, M.Inst.C.E. With Folding Plates and Numeroue Illustrations. Crown 8vo, Cloth. Sixteenth Edition 12s. 6d.

USEFUL RULES AND TABLES: For Architects, Builders, Engineers, Founders, Mechanics, Shiphuilders, Surveyors, \&c. With appendix for the use of Electrioal Enoinebr. By Professor Jamieson, M.Inst. J.E., M.I.E.E. Seventh Edition. 10s. 6d.

A MECHANICAL TEXT-BOOK: A Practical and Simple Introduction to the Study of Mechanice. By Professor Rankine and E. F. Bamber, C.E. With Numerous Illustrations. Crown 8vo, Cloth. Fifth Edition. 9s.
**"The "Mechanioal Thxt-Boos" qoas designed by Professor Rankine ase an lntr doction to the mbove Series of Manuals.

MISCELLANEOUS SCIENTIFIC PAPERS. Part I. Temperatnre, Elasticity, and Expansi n of $V$ aponrs, Liquids, and Solids. Part II. Energy and ite Lransformations. Part III. Wave-Forme, Propulsion of Vessels, \&o. With Memoir by Professor Tait, M.A. With tine Portrait on Steel, Plates, and Diagrams. Royal 8vo. Cloth. 31s. 6d.
" No more enduring Memorial of Professor Rankine could be devised than the publica tion of these papers in an accessible form. . . . The Collection is most valuable or occount of the nature of his discoveries, and the beauty and completeness of his analysis." -A rchitect.
iONDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

Third Edition, Thoroughly Revised and Enlarged. With 60 Plates and Numerous lllustrations, Handsome Cloth. 34s.

# Hydraulic Power 

AND

## HYDRAULIC MACHINERY.

BY
HENRY ROBINSON, M. Inst. C.E., F.G.S.,
FELLOW OF LCING'S COLLEGE, LONDON; PROF. EMERITUS OF CIVIL HNGINEERING, KING'S COLLHGE, ETC., HTC.
Contents - Discharge through Orifices.-Flow of Water through Pipes.-Accumulators. - Presses and Lifts.-Hoists.-Rams.-Hydraulic Engines.-Pumping Engines.-Capstans. - Traversers. - Jacks. - Weighing Machines. - Riveters and Shop Tools. - Punching, Shearing, and Flanging Machines. - Cranes. - Coal Discharging Machines. - Drills and Cutters.- Pile Drivers, Excavators, \&c.-Hydraulic Machinery applied to Bridges, Dock Gates, Wheels and Turbines.-Shields. - Vanous Systems and Power Installations Meters, \&c.-Index.
"The standard work on the application of water power."-Cassier's Magazine.

Second Edition, Greatly Enlarged. With Frontispiece, several Plates, and over 250 Illustrations. 218. net.

# THE PRINCIPLES AND CONSTRUCTION OP <br> PUMPING MACHINERY <br> (STEAM AND WATER PRESSURE). 

With Practical Illustrations of Engines and Pumps applied to Mining, Town Water Supply, Drainage of Lands, \&c., also Economy and Efficiency Trials of Pumping Machinery.

> BY HENRY DAVEY,

Member of the Inetitntion of Civil Engineers, Member of the Inetitntion of Mechanical Engineere, F.G.S., \&c.
Contenms - Early History of Pumping Engines-Steam Pumping EnginesPumps and Pump Valves-General Principles of Non-Rotative Pumping Engines-The Cornish Engine, Simple and Compound-Types of Mining Engines-Pit Work-Shaft Sinking-Hydraulic Transmission of Power in Mines-Electric Transmission of Power-Valve Gears of Pumping Engines - Water Pressure Pumping Engines - Water Works Engines - Pumping Engine Economy and Trials of Pumping Machinery-Centrifugal and other Low-Lift Pumps-Hydraulic Rams, Pumping Mains, \&cc.-Index.
"By tbe 'ons English Engineer who probably knaws more ahout Pamping Machinery thon ANY OTBER.' . . A VOLIME GECOBDING THE EESUKTE OF LONO REXPERTENOR AND study."-The Engiueer.
"Undoubtedly tee begt and moet practioal treatioe on Pamping Machinery that hae tet been publiskid. "-Mining Journal.

LONDON: CHARLES GRIFFIN \& CO.. LIMITED, EXETER STREET. STRAND

# Ar Press. In Large 8vo. Handsome Cloth. Profusely Illustrated. In Two Volumes, Each Complete in itself, and Sold Separately. <br> <br> THE DESIGN <br> <br> THE DESIGN <br> AND <br> CONSTRUCTION OF SHIPS. 

By JOHN HARVARD BILES, M.Tnst.N.A., Professor of Naval Architecture in Glasgow University.


#### Abstract

Contrints of Volume I.-Part I. : General Considerations.-Methods of Determination of the Volume and Centre of Gravity of a known Solid. - Graphic Rules for Integration.-Volumes and Centre of Gravity of Volumes.-Delineation and Descriptive Geometry of a Ship's Form.-Description and Instances of Ship's Forms.-Description of Types of Ships. Part II. : Calculation of Displacement, Centre of Buoyancy and Areas.-Metacentres.-Trim.-Coefficients and Standardising.-Results of Ship Calculations. -Instruments Used to Determine Areas, Moments, and Moments of Inertia of Plane Curves.-Cargo Capacities.-Effects on Draught, Trim, and Initial Stability due to Flooding Compartments. - Tonnage. - Freeboard.-Launching. - Application of the Integraph to Ship Calculations.-Straining due to Unequal Longitudinal Distribution of Weight and Buoyancy.-Consideration of Stresses in a Girder.-Application of Stress Formule to the Section of a Sbip.-Shearing Forces and Bending Moments on a Ship amongst Waves.-Stresses on the Structure when Inclined to the Upright or to the Line of Advance of the Waves. - Distribution of Pressure on the Keel Blocks of a Vessel in Dry Dock.-Consideration of Compression in Ship Structure.


## BY PROFESSOR BILES.

## LECTURES ON THE MARINE STEAM TURBINE.

With 131 Illustrations. Price 6s. net.
See page 28.

Royal 8uo, Handsome Cloth. With numerous Illustrations and Tables. $25 s$.

## THE STABILITY OF SHIPS.

EY
SIR EDWARD J. REED, K.C.B., F.R.S., M.P.
cNIGET OF THE IMPERLAL ORDERS OF ST. STANILAUS OF RUSSIA; FRANCIS JOSEPF DE AUSTRIA; MEDJIDIE OF TURKEV; AND RISING SUN OF JAPAN; VICFfreisident of the institution of naval arcnitects.
"Sir Edward Rebd's 'Stability of Ships' is invaluable. The Naval Architect will find brought together and ready to his hand, a mass of information which he would otherwise have to seek in an almost endless variety of publications, and some of which he would possihly not be able to obtain at all elsewhere."一Steamship.

# WORKS BY THOMAS WATTON, NAVAL ARCHITECT. 

Third Edition. Illustrated with Plates, Numerous Diagrams, and Figures in the Text. 18s. net.

## STEEL SHIPS:

THEIR CONSTRUCTION AND MAINTENANCE.
A Manual for Shipbuilders, Ship Superintendents, Students, and Marine Engineers.

By THOMAS WALTON, Naval Architect, AUThor of "kNOW your own ship."

Contents.-I. Manufacture of Cast Iron, Wrought Iron, and Steel.-Composition of Iron and Steel, Quality, Strength, Teats, \&c. II. Classification of Steel Ships. III. Considerations in making choice of Type of Vessel.-Framing of Ships. IV. Strains experienced by Ships.-Methods of Computing and Comparing Strengthe of Shipe. V. Construction of Ships.-Alternative Modes of Construction-Types of Veseels.-Turret, Self Trimming, and Trunk Steamers, \&c.-Rivets and Rivetting, Workmanship. VI. Pumping Arrangemente, VII. Maintenance.-Prevention of Deterioration in the Hulls of Ships.-Cement, Paint, \&cc. - Index.
"So thorough end well writton is every chapter in the book thet it is ditificult to select any of the $m$ as being worthy of exceptional praiee. Altogether, the work ie excellent, and will prove of great valne to those for whom it is intended."-The Enginesr.

In Large 8vo. Handsome Cloth. With 236 Pages, 40 Folding and 9 other Plates, and very numerous Illustrations in the Text. 7s. 6 d . net.

## PRESENT-DAY SHIPBUILDING.

For Shipyard Students, Ships' Officers, and Engineers.

## By THOS. WALTON.

General Contents.-Classification. -Materiale used in Shipbuilding.Alternative Modes of Construction.-Dstails of Construction. - Framing, Plating, Rivetting, Stem Frames, Twin-Screw Arrangements, Water Ballast Arrangements, Loading and Discharging Gear, \&c.-Types of Vessels, including Atlantic Liners, Cargo Steamers, Oil carrying Steamers, Turret and other Self Trimming Steamers, \&o.-Indix.

Ninth Edition, Illustrated. Handsome Cloth, Crown 8vo. 78. 6d.
The Chaptars on Tonnage and Freeboard have been brought thoroughly up to data, and embody the latast (1906) Board of Trade Ragulations on these subjects.

## KNOW YOUR OWN SHIP.

By thomas Walton, Naval Architect.
Specially arranged to suit the requirements of Ships' Officers, Shipowners Superintendents, Draughtsmen, Engineers, and Others,

[^42]LONDON : CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

# GRIFFIN'S NAUTICAL SERIES. 

Edited by EDW. BLACKMORE, Mastar Mariner, First Class Trinity House Certificate, Assoc. Inst. N.A.; AND WEITHEN, MAINLX, by SAILORS for SALLORS.
"THis admirable series."-Fairplay. "A pery USEFUL series."-Nature.
"Everx SHiP should have the whole SERIES as a Referbnow Library. EangSOMELY BOUND, OLEARLY PRINTED and ILLUETRATED."-Liverpool Journ. of Commerce.

The Bpitish Mercantile Marine: An Historical Sketch of its Rise and Development. By the EDITOR, Capt. BlaOKMORE. 3s. 6d.
"Captain Blackmore s sptindid Book . . . contains paragraphs on every point of Interest to the Merchant Marine. The 243 pages of this book are THE MOST VALU. ABLE to the sea captain that have EVER been COMPILED. "-Merchant Service Review.

Elementapy Seamanship. By D. Wilson-Barkrr, Master Mariner, F.R.S.E., F.R.G.S. With numarous Plates, two in Colours, and Frontisplece. Fodrti Emirion, Thoroughly Revised. With additional Illustrations. 68.
"This ADMIRABLE MANUAL, by CAPT. WILSON BAREFR, of the 'Worcester,' gegms to us PRRFEOTLY DESIGNED."-Athenown.

Know Your Own Ship: A Simple Explanation of the Stability, Construction, Tonmage, and Firseboard of Ships. By Thos. Walton, Naval Architect. NINTH EDITION. 7s. 6d.
"Mr. Walton's book will be found Very useful."-The Engineer.
Navigation : Theoretical and Practical. By D. Wilson-Barker and Whliam Allingham. Seoond Fidition, Revised. 3s. 6d.
"PRECISRLX the kinde of work required for the New Certifleates of competency. Candidates will find it INVALDAELE."-Dundee Advevtiser.

Marine Meteorology: For Officers of the Merohant Navy. By Whinam Allingham, Fisst Class Honours, Navigation, Science and Art Department. With Illustrations and Maps, and facsimile reproduction of $\log$ page. 7s. 6d. "Quite the Brist PUELIOATION on this subject."-Shipping Gazette.

Latitude and Longitude: How to find them. By W. J. Millar, C.E. Sboond Edition, Revised. 23.
"Cannot but prove an acquisition to those studying Navigation."-Marine Engineer.
Practical Meehanies: Applied to the requirements of the Sailor. By Thos. Maoknnzie, Master Mariner, F.R.A.S. SECOND Edition, Revised. 3s. 6d. "WhLL WORTH the money

Trigonometry: For the Young Sailor, \&c. By Rich. C. Buck, of the Thames Nautical Training Collegs, H.M.S. "Worcester." THIRD EDITION, Revised. Price 3s. 6d.
"This Emintantiy practioal and reliable volume."-Schoolmaster.
Praetical Algebra. By Rich. C. Bock. Companion Volume to the above, for Sailors and others. Second Edition, Revised. Price 3s. 6d.
"It is JUST THE EOOK for the young sailor mindful of progress."-Nautical Magazine.
The Legal Duties of Shipmasters. By Benbdict Wm. Ginsburg, M.A., LL.D., of the Inner Temple and Northern Circuit: Barrister-at-Law. Skoond EDirion, Thoroughly Revised and Enlarged. Prics 4s. 6d.
" INVALUABLE to masters. . . . We can fully recommend it '-Shipping Gazette.
A Medical and Surgical Help for Shipmasters. Including First Ald at Sea. By Wm. JoHinson Smith, F.R.C.S., Principal Medical Officer, Seamen' Hospital, Greenwich. THIRD Eidinon, Thoroughly Revised. 6s. " SOUND, JUDIOIOUS, REALLY HELPFUL."-The Lancet.
LONDON: GHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

## GRIEFIN'S NAUTICAL SERIES.

## Introductory Volume. Price 3s. 6d. エ 포 <br> <br> British Mercantile Marine.

 <br> <br> British Mercantile Marine.}
## By EDWARD BLACKMORE,

 IN SCOTLAND; EDITOR OF GRIFFIN'S "NAUTICAL SRRIES,"Geineral Contents.-Historioali: From Early Times to 1486-Prugress ander Henry VIII.-To Death of Mary-During Elizaheth's Reign-Up to the Reign of William III.-The 18th and 19th Centuries-Institution of Examinations - Rise and Progrees of Steam Propulsion - Development of Free Trade-Shipping Legielation, 1862 to 1875-"Locksley Hall" CaseShipmasters' Societies-Loading of Ships-Shipping Legislation, 1884 to 1894 Statistics of Shipping. The Presonnel: Shipowners-Officers-MarinersDuties and Present Poeition. Eddcation : A. Seaman's Education: what it should be-Present Means of Education-Hints. Discipline and Duty-Postscript-The Serious Decrease in the Number of British Seamen, a Mattor demanding the Attention of the Nation.
"Intermeting and Ingetbuctive . . . mby be read witi froitit and minotment."Glasgove Herald.
"Every branof of the suhject is desit with in a way which shows that the writer "knows the ropss' familiarly."-Scotsman.
"This admirable book. ". teems with ubsful infommetion-Should be in the hands of every Sailor."-Western Morning News.

Fourth Edition, Thoroughly Revised. With Additional Illustrations. Price 6s.

## E MIXITEXI OE'

## ELEMENTARY SEAMANSHIP.

EY
D. WILSON-BARKER, Master Mariner ; F.R.S.E., F.R.G.S., \&o., \&o. yodnger brother of the trinity hodes.
With Frontiepiece, Numerous Plates (Two in Colours), and Illustrations in the Text.

General Contents.-The Building of a Ship; Parts of Hull, Maste, \&c.-Ropes, Knote, Splicing, \&c. - Gear, Lead and Log, \&c. - Rigging, Anchors-Sailmaking - The Sails, \&c. - Handling of Boats under Sai Signals and Signalling-Rule of the Road-Keeping and Relieving WatchPoints of Etiquette-Gloseary of Sea Terms and Phrases-Index.

> ** The volume contains the NEW RULES OR TEE ROAD.
"Thig admirable mandal by Capt. Winson-Barker of the 'Worceater,' beems to ue peryrgctif debionzo, and holds its place pacellently in 'Griffts's Naditoal Serirs.' Althongh intended for those who are to become Officers of the Merchant Navy, it will be found usefnl by aLl zaceismen. ${ }^{\text {" }}$ - Atheneutm.
*** For complete List of Geibfris's Nautioal Briars, see p. 89.
LONDON : CHARLES CRIFFIN \& CO., LIMITED, EXETER STREET, sTRAND.

## GRIFFIN'S NAUTICAL SERIES.

Second Edition, Revised and Illustrated, Price 3s. 6d.

## NAVIGATION:

## PRACTICAL AND THEORETICAL.

By DAVID WILSON-BARKER, R.N.R., F.R.S.E., \&c., \&c., and

WILLIAM ALLINGHAM, first-olass honourg, natigation, gotenor and art departurns.

## Waltb Rumerous $\mathcal{H l l u g t r a t i o n s ~ a n d ~ E x a m i n a t i o n ~ Q u e s t i o n s . ~}$

- Genirral Contents.-Definitions-Latitude and Longitude-Instruments of Navigation-Correction of Courses-Plana Sailing-Traverse Sailing-Day's Work - Parallel Sailing - Middle Latitude Sailing - Mercator's ChartMercator Sailing-Current Sailing-Position by Bearings-Great Circle Sailing -The Tides-Questions-Appendix: Compass Error-Numerous Useful Hints \&c.-Index.
"Pregorialy the kind of work required for tha Naw Cartificatea of compatency in gradee from Second Mate to extra Master. . . . Candidatee will flad it invalyable.,"-Dunder Advertiser.
"A OAptipal xitcls sook - . apscially adapted to the Naw Examinations. The Anthors are OAFT. WILson-Bazker (Captein-Superintendent of the Neutical Oollege. H.M.B. 'Woroseter,' who hae had great experience in the highest probleme of Navigation), and Mz. Annso -Shipping World.

Handsome Cloth. Fully Illustrated. Price 7s. 6d.

# MARINE METEOROLOGY, 

FOR OFFICERS OF THE MERCHANT NAVY.

By WILLIAM ALLINGHAM, Joint Author of "Navigation, Theoretical and Practical."

With numerous Plates, Maps, Diagrams, and Illustrations, and a facsimile Reproduction of a Page from an actual Meteorological Log-Book.

## SUMMARY OF CONTENTS.

Introdectory.-Instrumants Used at Sea for Meteorological Purpoess.-Meteorological Log-Books.-Atmospheric Pressure.-Air Temperatures.-Sea Temperatures.-Winds.-Wind Force Scales.-History of the Law of Storms.-Hurricanea, Seasons, and Storm Tracks.-Solution of the Oyclone Problem.- Ocean Currents.-Icehargs.-Synchronous Charts.-Dew, Mists, Fogs, and Hazs.-Clouds.- Rain, Snow, and Hail.Miraga, Rainbows, Coronas, Halos, and Meteors. - Lightning, Corposants, and Auroras.-QURETIONS.-APPENDIX.-INDEX.
" Quite the best publication, AND. certainly the most intersstine, on this subject ever presented to Nautical ruen."-Shipping Gazette.
*** For Complete List of Griffin's Nautical Series, see p. 39.
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## GRIFFIN'S NAUTICAL SERIES.

Shoond Edition, Revised. With Numereue Illustratiens. Price 3s. 6d.

## Practical Mechanics:

Applied to the Requirements of the Sailor.
By THOS. MACKENZIE, Master Mariner, F.R.A.S.
General Contents.--Resclution and Composition of Forces-Work done by Machines and Living Agents-The Mechanical Powers: The Lever; Derricks as Bent Levers-The Wheel and Axle: Windlass ; Ship's Capstan; Crab Winch-Tackles: the "Old Man"-The Inclined Plane; the ScrewThe Centre of Gravity of a Ship and Carge - Relative Strength of Rope: Steel Wire, Manilla, Hemp, Coir-Derricke and Sheare-Calculaticn of the Croas-breaking Strain of Fir Spar-Centre of Effort of Sails-Hydreatatice: the Diving-hell; Stahility of Fleating Bodies ; the Ship'r Pump, \&c.
"This excellent book . . . contains a Large amount of information." -Nature.
"Well worth the money . . . will be feund exobedingly gelpydl."shipping World.
't No Ships' Officrss' bookcase will henceforth be complate without Captain Mackenzie's 'Practical Mechanios.' Notwithbtanding my many years' experience at eea, it has told me how much more there is to acquire"(Letter to the Publisherg frem a Master Mariner).
"I must exprees my thanks to you fer the labour and care you have taken In 'Practical Mediantcs.' . . . It is a life's experience. What an amount we frequently see wasted by rigging purchases without reascn and accidents to epars, \&c., \&c.! 'Practical Meohanics' wodld save all THIs." -(Letter to the Author from another Master Mariner).

WORKS BY RICHARD C. BUCK, of the Thames Nantical Training Oollege, H.M.S. 'Worcester.'

## A Manual of Trigonometry:

With Diagrams, Examples, and Exercises. Price 3s. 6 d .

## Teird Edicion, Revised and Corrected.

> ** Mr. Buck'e Text-Beck has been spectarly prepared with a view to the New Examinations of the Bcard of Trade, in which Trigonometry is an obligatory subject.
> "Thie Eminentic practical end reliable volowe."-schoolmaster.

## A Manual of Algebra.

Designed to meet the Requirements of Sailors and others. Second Edition, Revised. Price 38. 6d.

[^44] *** For comnlete Liet of Grifbis'e Nauticau Series. bee d. 39.
LONDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND.

## GRIFFIN'S NAUTICAL SERIES.

Sacond Edition, Thoroughly Revised and Extended. In Crown 8vo. Handsome Cloth. Price 4s. 6d.

# THE LEGAL DUTIES OF SHIPMASTERS. 

BY

## BENEDICT WM. GINSBURG, M.A., LL.D. (Cantab.), Of the Inner Temple and Northern Circuit; Barrister-at:Law.

General Contents.-Tha Qualification for the Poaition of Shipmastar-The Contract with the Shipownar-The Master's Duty in respect of the Craw: Engagement Apprentioas; Disciplina; Provisiona, Accommodation, and Madicsi Comforts; Psymant of Wagea and Discharge-The Mastar's Duty in reapact of the Paseengers-Tha Msetsr's Financial Responaihilities-The Mastar'a Duty in reapect of the Cargo-The Master's Duty in Case of Casualty-Tha Mastar'a Duty to certain Puhlic Authorities-The Mastar's Duty in celation to Pilots, Signale, Flags, snd Light Dues-The Master'a Duty npon Arrivsl at the Port of Diacharga-Appendicas ralative to certain Legal Mattars: Board of Trade Cortificatas, Dietary Scalea, Stowaga of Grain Cargoas, Load Line Ragulations, Lifa-aaving Appliancea, Carriage of Cattle at Sea, sc., \&c.-Copious Index.
"No intelligant Mastar ahould fall to add this to his, liet of naceseary books. A faw Hnes of ft may save a lawxers bex, bebidea endleas worex."-Liverpool Journal of Commerce.
"Sginsible, plainly writtan, in olear and won-techmicai danouage, and will be found of moce aervice by the Shipmastar."-British Trade Review.

Second Edition, Revised. With Diagrams. Price 2s.

## Latitude and Longitude:

 EIOME to Find thema.By W. J. MILLAR, C.E., Late Secretary to the Inst. of Engineers and Shipbuilders in Scotland.
"Conotsely and clearli written . . . cannot but prove an acquisition to those studying Navigstion."-Marine Engineer.
"Young Seamen will find it Handy and USEfUL, simple and olear."- The Engineer.

> FIRST AID AT SEA.

Third Edition, Revised. With Coloured Plates and Numerous Illustrations, and comprising the latest Regulations Reapecting the Carriage of Medical Stores on Board Ship. Price 6s.

## A MEDICAL AND SURGICAL HELP FOR SHIPIMASTERS AND OFFICERS IN THE MERCHANT NAVY.

[^45]LONDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAMI,

## GRIFFIN'S NAUTICAL SERIES.

Ninth Edition. Revised, with Chapters on Trin, Buoyancy, and Calculations. Numerous Illustrations. Handsome Cloth, Crown 8vo. Price 78. 6d.

## KNOW YOUR OWN SHIP:

By THOMAS WALTON, Naval Architect.
Specially arranged to suit the requirements of Ships' Officers, Shipowners, Superintendents, Draughtsmen, Engineers, and Others.
This work explains, in a simple manner, euch important subjects as:-Displscement. Deadweight. -Tonnage.-Freeboard. - Moments. - Buoyaucy.-Strain.-Siructure.-Stsb-ility.-Rolling.-Ballnsting. - Loading. - Shifting Cargoes. - Admission of Water.—Sail Area-\&c.
"The little book will be found axceriningly maniy by most afficers and officiale connected with shipping. : Mr. Walton's wark will abtain lastine soccess, because of ite unique fitnese for those for wham it has been written."-shipping World.

## BY THEE SAME AUTHOR.

## Steel Ships: Their Construction and Maintenance.

 (See page 38.)
## Sixteenth Edition, Thoroughly Revised. Large 8vo, Cloth. $p p$. i-xxiv +712 . With 250 Illustrations; reduced from Working Drawings, and 8 Plates. 21s, net, A MANUAL OF 

COMPRISLNG THE DESIGNING, CONSTRUCTION, AND WORKING OF MARINE MACHINERY.
By A. E. SEATON, M.I.C.E., M.I.Mech.E., M.I.N.A.
General Contents. - Part I.-Principles of Marine Propulsion. Part II.-Principles of Steam Engineering. Part III.- Details of Marine Engines : Design and Calculations for Cylinders, Pistons, Valves, Expansion Valves, \&c. Part IV.-Propellers. Part V.-Boilers. Part VI.-Miscellaneous.
"The Student, Dranghtgman, and Engineer will find this work the most vakdable Handbook of Reference on the Marine Engine now in existence."-Marine Enpineor.

Ninth Edition, Thoroughly Revised. Pocket-Size, Leather. 8s. 6d.

## A POCKET-BOOK OF

MARINE ENGINEERING RULES AND TABLES,
FOR THE DBE OF
Marine Engineers, Navai Arehitects, Designers, Draughtsmen, Superintendents and Others.
By A. E. SEATON, M.I.O.E., M.I.Mech.E., M.I.N.A.
H. M. ROUNTHWAITE, M.I.Mech.E., M.I.N.A
"The best book of its kind, and the information is both up-to-dste and reliable."Engineer.

LPNDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, sTRAND.

# WORKS BY PROF. ROBERT H. SMITH, Assoc.M.I.C.E., M.I.Mech.E., M.I.El.E., M.I.Min.E., Whlt. Sch., M.Ord.Melji 

# THE CALCULUS FOR ENGINEERS AND PHYSICISTS, 

# Applied to Technical Problems. with extenisive 

 OLASSIFIED REFERENCE LIST OF INTEGRALS.By PROF. ROBERT H. SMITH.
ASSISTED BY
R. F. MUIRHEAD, M.A., B.Sc.,

Formerly Olark Fellow of Glasgow University, and Lecturer on Mathematice at Mason College.
In Crown 8vo, extra, with Diagrams and Folding-Plate. 8s. 6d.
" Prof. R. H, Bmith's book will he serviceable in rendering a hard road as rasy as phachicABLE for the non-mathematical Student and Englneer."-Athenceum.
"Interesting diagrame, with practical illustrations of actual occurreoce, are to be found here io abundance. THB $V B B Y$ complbir classifirn rbpbrbsic table will prove very useful in saving the time of thoee who want an integral in a hurry."-The Erngineer.

## MEASUREMENT CONVERSIONS

(English and French):
43 GRAPHIC TABLES OR DIAGRAMS, ON 28 PLATES.
Showing at a glance the Mutdal Conversion of Measurrments in Different Units
Of Lengths, Areas, Volumes, Weights, Stresses, Densities, Quantities of Work, Horse Powers, Temperatures, \&o.
For the use of Engineers, Surveyors, Architects, and Contractors. In 4to, Boards. 7s. 6d.
** Prof. Smith's Conversion-Tables form the most unique and comprehensive collection ever placed before the profession. By their nse much time and labour will be saved, and the chances of error in calculation diminished. It is believed that henceforth no Engineer's Office will be oonsidered complete without them.

> Pocket Size, Leather Limp, with Gilt Edges and Rounded Corners, printed on Special Thin Paper, with Illustrations, pp. i-xii + 834. Price 18s. net.
> (THE NEW "NYSTROM ")

## THE MECHANICAL ENGINEER'S REFERENCE BOOK <br> A Handbook of Tables, Formuloe and Methods for Engineers, Students and Draughtsmen. <br> By HENRY HARRISON SUPLEE, B.Sc., M.E. <br> "We feel suxe it will be of great service to mechanical engineers."-Engineering.

LONDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRANA.

Second Edition. In Large 8vo. Handsome Cloth. 16s.

## CHEMISTRY FOR ENGINEERS.

## BY

BERTRAM BLOUNT, AND
F.I.C., F.C.B., A.I.C.E.
A. G. BLOXAM, F.I.O., F.C.s.

GENERAL CONTENTS, -Introduction-Chemistry of the Chief Materiale of Construction-Sourcss of Bnergy-Chemistry of Steam-raising-Chamis. try of Labrication and Lubricants-Metallurgical Processes used in the Finning and Manufacture of Metais.
"The anthors have etrcormoed heyond all expectation, and have prodnced a work which stould give Fresh Power to the Engineer end Manafactarer."-The Times.

By the same Authors, "Chemistry for Manufacturers," see p. 71 General Catalogue.

THE ELEMENTS OF CHEMICAL ENGINEERING. By J. Grossmann, M.A., Ph.D., F.I.C. With a Preface by Sir William Ramsay, K.C.B., F.R.S. In Handsome Cloth. With nearly 50 Illustrations. 3s. 6 d , net. [See page 70 General Catalogue.

In Demy Quarto. With Diagrams and Worked Problems. 2s. 6d. net.

## PROPORTIONAL SET SQUARES

 APPLIED TO GEOMETRICAL PROBLEMS.By Lieut.-Col. THOMAS ENGLISH, Late Royal Engineers.

## Works by Walter R. BROWNE, M.A., M.Inst.C.E. THESTUDENT'S MECHANICS: An Introduction to the Study of Force and Motion. With Diagrams. Crown 8vo. Cloth, 4s. 6d. <br> " Clear in style and practical in method, 'The Stunent's Machanics' is cordially to be recommended from all points of view."-A thenwuts.

## FOUNDATIONS OF MECHANICS, <br> Papers reprinted from the Enginecr. In Crown 8vo, is.

Demy 8vo, with Numerous Illustrations, 95. FUEL AND WATER:
A Manual for Users of Steam and Water. by Pror, franz schwackhöfer of Virnna, and WALTER R. BROWNE, M.A., C.E.
Grifral Contrats.-Heat and Combustion-Fuel, Varieties of-Firing Arrange nents: Furnace, Flues, Chimney - The Boiler, Choice of -. Varieties - Feed-water HeatersSteam Pipes-Water: Composition, Purification-Prevention of Scale, \&c., \&c.
"The Section on Heat is one of the best and most lucid ever written." " Engzneer.
LOMDON: CHARLES GRIFFIN \& CO., LIMITED, EXETER STREET, STRAND。

# Second Edition, Revised and Enlarged. <br> With Tables, Illustrations in the Text, and 37 Lithographic Plates. Medium 8vo. Handsome Cloth. 30s. 

SEWAGE DISPOSAL WORKS:
A Guide to the Construction of Works for the Prevention of the Pollution by Sewage of Rivers and Estuaries.
By W. SANTO CRIMP, M.Inst.C.E., F.G.S., Late Assistant-Engineer, London County Council.
"Probably the most complebte and pest treatisi on the subject which has appeared in our language."-Edinburgh Medical Journal.

Beautifully Illustrated, with Numerous Plates, Diagrams, und Figures in the Text. 21s. net.

## TRADES" WASTE:

ITS TREATMENT AND UTILISATION.
A Handbook for Borough Engineers, Surveyors, Architects, and Analysts.
By W. NAYLOR, F.O.S., A.M.Inst.C.E., Ohief Inspector of Rivers, Ribble Joint Conmittee.
Conrents.-I. Introduction.-II. Chemical Engineering.-III.-Wool De-greasing sud Grease Recovery.-IV. Textile Industries; Calico Bleaching and Dyeing.-V. Dyeing and Calico-Printing.-VI. Tanning and Fellmongery.-VII. Brewery and Distillery Waste.-VIII. Paper Mill Refuse-IX. General Trades' Waste.-Indrx.
"There is probably no person in England to-day better fitted to deal rationally with such a subject,"-British Sanitarian.

In Handsome Cloth. With 59 Illustrations. 6s. net. SMOKE ABATEMENT. A Manual for the Use of Manufacturers, Inspectors, Medical Officers of Health, Engineers, and Others.
By WILLIAM NICHOLSON。 Chief Smoke Inspector to the Sheffield Corporation.
CONTENTS.-Introduction. - General Legislation against the Smoke Nuisance. Local Legislation.-Foreign Laws.-Smoke Abatement.-Smoke from Boilers, Hurnaces, and Kilns. - Private Dwelling-House Smoke. - Chimneys and their Construction. Smoke Preventers and Fuel Savers. - Waste Gases from Metallurgical Furnaces. Summary and Conclusions.-Index.
"We welcome such an adequste statement on an important subject."-British Medical Journal.

Second Edition. In Medium 8vo. Thoroughly Revised and Re-Written. 15 s. net.

## CALCAREOUS CEMENTS:

their nature, preparation, and uses.
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